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ABSTRACT
In this paper, we discuss the current situation with respect
to simulation usage in P2P research, testing the available
P2P simulators against a proposed set of requirements, and
surveying over 280 papers to discover what simulators are
already being used. We found that no simulator currently
meets all our requirements, and that simulation results are
generally reported in the literature in a fashion that pre-
cludes any reproduction of results. We hope that this paper
will give rise to further discussion and knowledge sharing
among those of the P2P and network simulation research
communities, so that a simulator that meets the needs of
rigorous P2P research can be developed.

Categories and Subject Descriptors
I.6.7 [Simulation and Modeling]: Simulation Support
Systems

General Terms
Design, Experimentation, Measurement, Performance

Keywords
Peer-to-Peer, Simulator Evaluation, Simulator Usage

1. INTRODUCTION
Simulations are the most popular tool for investigating

overlay networks and peer-to-peer (P2P) applications. The
cost of implementation is less than that of a large-scale ex-
periment as significantly less computational resources are re-
quired and, if carefully constructed, the simulated model can
be more realistic than any tractable mathematical model.
The normal trajectory of P2P research is thus to first simu-
late and then experiment in the real world, where the re-use
of simulation code is a practical advantage. There is no rea-
son why simulation results should not be reproducible. How-
ever during the course of our research we have found that
not only are there many different simulators in use, but re-
porting of which simulators are being used, and under what
conditions, is sparse at best. Many of the simulators we
investigated did not have functionality included to produce
meaningful data for analysis. A lack of standard evidence
gathering makes any claims on results hard to make with
confidence and even harder for other researchers to verify.
In addition, most had such poor documentation that imple-
menting well-known overlay algorithms, such as Chord, was
very difficult.

In this paper, we investigate the quality of P2P simulators
and their use. We report on an evaluation of the available
P2P simulators, and then investigate over 280 papers to de-
termine how simulation use has been reported.

2. PEER-TO-PEER SIMULATOR SURVEY
This research was prompted by our own need to use P2P

simulation to examine systems of our own design, and rather
than re-inventing the wheel, we looked at existing P2P simu-
lators. From our knowledge of P2P simulation research and
research on the web we identified nine candidate simulators,
described in table 1. In table 2 we evaluate these simulators
with respect to the following criteria:

Simulation Architecture This relates to the design and
functioning of the simulator, what features it includes
and how they are implemented e.g. is it a discrete-
event simulator and what node behaviours are sim-
ulated and how these are implemented, for example
whether churn can be specified (nodes joining and leav-
ing the DHT).

Usability These criteria have to do with how easy the sim-
ulator is to learn and use. They include: whether
the simulator has a clean API, such as the Common
API [2], which allows protocol code to be easily imple-
mented, understood, altered and ported to and from
other simulators; how experiment scenarios are cre-
ated, if there is a script language, how easy it is to
learn and how expressive it is; what documentation
exists and how easy it is to follow.

Scalability P2P protocols are generally designed to be scal-
able and are often designed to solve problems of scala-
bility. So one of the most important tests a simulator
can provide is how the protocol scales to thousands
of nodes or more, especially as it would be hard to
conduct ongoing experiments on this number of ma-
chines. How well does the simulator make use of the
available computing resources? If it is inefficient in its
use of these resources then this will reduce its ability
to scale.

Statistics Another key aspect of a simulator is the results
it produces. The results need to be expressive and easy
to manipulate in order to carry out statistical analysis.
Mechanisms should exist that allow for the repeatabil-
ity of experiments such as saving simulator state so
that the reproducibility of results can be verified.
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Underlying Network Simulation P2P simulators take a
number of different approaches to simulating the un-
derlying network, from simulating packet and links in
detail to completely abstracting away everything below
the overlay layer. The criteria used to assess this as-
pect of the simulators include: which properties of the
network layer can be simulated; whether cross-traffic
(other network traffic unrelated to the overlay) can be
simulated; whether it can simulate differences in link
latency; how realistic the underlying topology is.

The evaluation methodology was simple. Using resources
such as manuals, source code and research papers, each sim-
ulator was evaluated with respect to the criteria above. In
addition to this, attempts were made at implementing the
Chord algorithm [10] for each simulator so that usage expe-
riences could also be considered in the evaluation. We have
omitted some of the simulators from the table 2 as they are
not of importance with respect to this paper (e.g. one is a
teaching tool unsuitable for use as simulator for research)
and due to space considerations.

Not one simulator fully satisfied the evaluation criteria,
with some having greater deficiencies than others. Of most
concern was the lack of support for collecting statistics from
simulation runs. Some simulators, such as PlanetSim [4],
have no mechanism to facilitate collecting statistics, and of
those that do, all require some degree of hacking so that the
user can measure custom or non-preassigned variables.

Usability and in particular poor documentation is a prob-
lem with many of the simulators surveyed. Chord was al-
ready available on PlanetSim, OverlayWeaver, P2PSim and
DHTSim. On only one of the other simulators were we able
to successfully implement Chord, PeerSim1, and even this
required significant changes to the simulator code. This poor
success rate can be attributed largely to the poor documen-
tation of some simulators.

Authors often made claims to the scalability of their sim-
ulators, but even if achievable, these are significantly less
than the numbers that can be achieved in real P2P systems.
While it is unrealistic to expect levels of scalability in the or-
der of millions of nodes, for some simulators improvements
can be made. For example, with Overlay Weaver only a
maximum of 2700 nodes could be simulated using a dual-
Xeon 1.8Ghz computer running Linux with 1GB RAM and
2GB swap space. At 2700, the operating system thread limit
was reached, thus limiting the scalability.

3. SURVEYING THE USE OF SIMULATION
IN P2P RESEARCH

In this section, we investigate how simulations are used
and presented within the literature. We examined 287 pa-
pers on P2P networking. The papers were identified by per-
forming appropriate keyword searches on the ACM Digital
Library2 and other portals. The papers were then evalu-
ated with respect to a common template, which was devel-
oped through in-depth reading of selected papers. Checks
were done across experimenters to ensure inter-reader con-
sistency. The papers were surveyed to find out which sim-
ulator, if any, they use for their simulations. Results are
shown in figure 1.

1http://peersim.sourceforge.net/
2http://portal.acm.org/dl.cfm

“None” includes papers which involve no simulation in jus-
tifying the validity of the ideas presented. These papers are
a combination of off-topic papers identified by the keyword
search, position papers, and those using the other validation
approaches described above. “Unspecified” are papers that
discuss simulations and provide results, but do not state
the simulator used. The paper’s authors might have cre-
ated one themselves or used an existing simulator, but it
has not been named or referenced. “Custom” is all papers
which state that a simulator was created specifically for sim-
ulating the algorithms and systems described in the paper.
Some of these papers go on to describe the details of the sim-
ulator at length. “NS-2” includes all papers which used the
general, packet-level network simulator NS-2. This program
provides extensive low-level simulation of networks and as
such is not specifically a P2P network simulator. The pa-
pers categorised as “Chord” used a modified version of the
SFS3 based simulator used in Chord [10].

Of the papers which did use simulation, more than half
failed to specify which simulator was used. This could make
it difficult to fully realise the significance of the results and
harder to reliably reproduce them.

We found that of the 70 papers which stated which simu-
lator they used, 62% of them used a specially created simu-
lator. Some of these simulators might possibly be the same,
reused within research groups. However, even taking this
into account, the number of custom-made simulators far out-
numbers the use of known simulators. This is not an ideal
state of affairs, both in terms of duplication of effort and for
ease of comparison and replication of results.

There was some concern that the inclusion of short papers
may have been distorting the results as these were thought
to be more likely to omit detailed information due to space
constraints. There were similar numbers of 2 and 10 page
papers, so in table 3 we sample these to see if omission due
to space is a significant effect. However, we see that there is
little difference in simulator usage between results reported
in short and longer papers.

Usage count in papers of . . .

Simulator 2-pages 10-pages

None 24 19

Unspecified 10 15

Custom 5 6

ns-2 0 3

Javasim 1 0

Nab 1 0

CSIM 19 0 1

Total 41 44

Table 3: Comparing Simulator Usage in Papers of

Different Length

NS-2 is a popular network simulator with extensive doc-
umentation but has a steep learning curve. Some authors
may already be familiar with NS-2 and so opt to use it in
their P2P research to avoid wasting the great deal of time
spent learning how to use another simulator. NS-2 is used
in 11% papers which is surprising as NS-2 does not lend it-
self well to P2P simulations. It is designed for performing
simulations at the network layer whereas most P2P research

3http://www.fs.net/sfswww/
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Simulator Language Status License Notes & URL

P2PSim C++ Active GPL Developed in the IRIS project at the Massachusetts Institute of Technology,
USA. http://pdos.csail.mit.edu/p2psim/

PeerSim Java Active LGPL Developed in the BISON project at University of Bologna, Italy. http://
peersim.sourceforge.net/

Query-Cycle
Simulator

Java Inactive Apache Developed in the P2P Sociology Project at Stanford University, USA. http:
//p2p.stanford.edu/

Narses Java Inactive GPL-like Stanford University, USA. http://sourceforge.net/projects/narses

Neurogrid Java Inactive GPL Developed by Dr. Sam Joseph (http://www2.hawaii.edu/~srjoseph/). http:
//www.neurogrid.net/

GPS Java Inactive Open-
Source, No
License

University of Binghamton, USA. http://www.cs.binghamton.edu/wyang/gps/

Overlay Weaver Java Active Apache Developed by Dr. Kazuyuki Shudo (http://www.shudo.net/). http://
overlayweaver.sourceforge.net/

DHTSim Java Active GPL Originally developed at the University of Pennsylvania, USA. Modified
and used in teaching at University of Sussex, UK. http://www.informatics.
sussex.ac.uk/users/ianw/teach/dist-sys/

PlanetSim Java Active LGPL Developed in the Planet project at the University Rovira i Virgili, Spain.
http://planet.urv.es/planetsim/

Table 1: Project details of surveyed simulators.

Simulator Architecture Usability Scalability (max
nodes)

Statistics Underlying Net-
work

P2PSim Discrete-event for struc-
tured P2P networks

Poor documentation 3000 nodes Limited set of statistics
can be collected before
coding required

A range, including:
end-to-end time
graph, G2 graph,
GT-ITM, random,
and Euclidean

PeerSim Query-Cycle or Discrete-
event for unstructured
networks. Can simulate
nodes joining, departing
and failing.

Only Query-Cycle
simulator is docu-
mented

106 (Query-Cycle) Components can be im-
plemented to gather sta-
tistical data

Not modelled

Narses Discrete-event, flow-
based for tunable
topologies

No documentation,
source code is diffi-
cult to understand

600 nodes, depending on
the underlying topology,
untested by us

Yes, but requires modifi-
cation of source

A number of un-
derlying topologies,
balancing execution
speed and accuracy

Overlay
Weaver

Distributed Emula-
tion and a number
of structured overlay
algorithms

API and source code
well documented,
but some documen-
tation missing

4000 nodes, we obtained
only 2700 due to kernel
& GLibC thread limits

Not possible to gather
statistics

Not modelled

PlanetSim Discrete-event simula-
tor; uses Common API;
distinct separation of
services and overlay

Design and API
throughly docu-
mented; detailed
tutorial

100,000 nodes No mechanism to gather
statistics, but visualiser
is available

Limited simulation
of underlying net-
work, but BRITE
information could be
used for more detail

Neurogrid Discrete-event for un-
structured networks, can
be modified for use with
structured networks.

Extensive documen-
tation on web

300,000 nodes claimed,
but replication fails due
to thread limits

For pre-determined vari-
ables, but code would
have to be modified for
others

Not modelled

Table 2: Properties of surveyed simulators.

Simulator Count of papers using
None 146
Unspecified 71
Custom 43
NS-2 8
Chord (SFS) 7
Javasim 2
Peersim 2
Aurora 1
CSIM 19 1
Modelnet 1
Nab 1
Narses 1
Neurogrid 1
P2PSim 1
SOSS 1

Figure 1: Quantitative survey on the use of simulators
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is concerned with the application layer. As NS-2 models the
network, link and physical layers in some considerable de-
tail, its scalability, an important property for P2P network
simulation, is limited. Further investigation showed that of
the 8 papers using NS-2, four papers are concerned with
Mobile Ad-Hoc Networks (MANETs) [7, 11–13]. This is to
be expected as when conducting MANETs routing research,
it is the network layer that is under testing [1] and NS-2 is
a popular tool in this research area [6]. In the Geographical
Hash Table paper [7], justification is given of the use of NS-
2 in addition to the simulation model and results. Of the
remaining four, two papers investigated streaming over P2P
networks [8, 9], one discussed P2P incentives and disincen-
tives [3] and the final paper discussed the implementation
of [5]. Two papers simulated a maximum of 1000 nodes, sig-
nificantly less than what could be expected in actual P2P
systems and less than some of the scalability claims made by
Neurogrid and PeerSim, 300000 and 106 nodes respectively.

Given the issues with simulators surveyed in section 2,
there is clearly some work to be done if the surveyed simu-
lator packages are to achieve acceptance within the research
community. Our survey of simulator usage in the area of
P2P shows that for the 141 research papers where simula-
tion was used only four of the nine simulators surveyed given
in table 2 were used, and this amounted to a total of 5 pa-
pers. Two of the papers, using PeerSim, were authored by
researchers who developed the simulator. One paper using
Narses originated from the same University as the simulator.
There was no simulator omitted from our survey which was
found to be popular. It is not possible to conclude with cer-
tainty that the weaknesses found in the surveyed simulators
are responsible for their unpopularity without contacting all
the authors of the surveyed papers to enquire about their
knowledge regarding the existence of these tools. However,
it should not be a surprise if shown to be the case.

4. CONCLUSION
All of the P2P simulators surveyed have functionality miss-

ing which we believe is of importance. While poor documen-
tation is a hindrance, it is a problem that can be overcome,
but it is entirely unacceptable that many of the simulators
have no mechanism to allow a user to gather statistics of a
simulation run. We believe that the poor state of existing
P2P simulators is the reason that much published research
makes use of custom built simulators. Surprisingly, 10%
of papers making use of simulation from our survey used
NS-2, a tool that is often inappropriate for simulating P2P
networks as it lacks scalability due to its detailed modelling
of the lower network layers that are often of little interest
to P2P researchers. With custom simulators being so pop-
ular, it complicates the task of validating research and re-
producing results, as these simulators are often not released
publicly. Even if they are available comparing similar work,
such as overlay algorithms, can be complicated.

Given the current state of simulation use in P2P, we be-
lieve that there is a need for a P2P simulator that meets the
requirements of P2P researchers. We hope in writing this
paper to provoke discussion and to help build a consensus
on the common platform for P2P research, in the way that
researchers in other areas have converged upon NS-2.
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