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ABSTRACT
Many reputable research groups have published several in-
teresting papers on traffic classification, proposing mecha-
nisms of different nature. However, it is our opinion that
this community should now find an objective and scientific
way of comparing results coming out of different groups. We
see at least two hurdles before this can happen. A major is-
sue is that we need to find ways to share full-payload data
sets, or, if that does not prove to be feasible, at least anon-
ymized traces with complete application layer meta-data.
A relatively minor issue refers to finding an agreement on
which metric should be used to evaluate the performance
of the classifiers. In this note we argue that these are two
important issues that the community should address, and
sketch a few solutions to foster the discussion on these top-
ics.

Categories and Subject Descriptors
C.2.3 [Computer-Communication Networks]: Network
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1. INTRODUCTION
Accurate classification of network traffic has recently be-

come a very popular research topic. The need to deploy
effective QoS mechanisms in core networks, increase the ef-
fectiveness of security mechanisms and, probably, the grow-
ing interest on the debate on Internet neutrality have con-
tributed to foster research in this area.

Traditional methods based on port number analysis and
deep payload inspection exhibit a number of shortfalls: for
example, they become completely ineffective when encryp-
tion is used to protect the payload. Statistical approaches
could provide a promising alternative since they are based
on the measurement of statistical features, such as packet
length and inter-arrival times, whose measure does not re-
quire the observation of the application layer data. Despite
many recent papers on this subject [1, 2, 3, 4, 5], it is still
not clear if the preliminary results that have been reported
so far in the literature could ever be extended so that a
classifier will identify all the existing network applications.

We believe, however, that a key issue must be addressed
to let the scientific community make steady progress in this
direction: there is no agreed-upon methodology to compare
different approaches in terms of accuracy of results and gen-
erality. Such methodology would certainly facilitate coop-
erative advances in finding optimal solutions for traffic clas-
sification. In this contribution we argue that there are at
least two obstacles to the definition of a proper comparison
procedure. The first one is a little thorny, because it has to
do with the availability, or lack of thereof, of shareable data
sets. The second problem is finding appropriate metrics to
compare results, since no common approach to this, albeit
simple to resolve, problem has been proposed.

We are aware that the (un-)availability of packet traces
is an issue that has been discussed for many years in var-
ious contexts, including of course the traffic measurement
community. With respect specifically to its implications on
traffic classification, this short editorial has a twofold ob-
jective: to “stir up the crowd” yet one more time on the
subject, and to discuss a potential new way to solve this
problem.

2. SHAREABLE DATA SETS ANYONE?
An important issue that prevents researchers from effec-

tively comparing the results of the various traffic classifiers
is the inconsistency of the analyzed data sets. Some ex-
periments rely on full-payload traces collected at public or
private organizations [3, 5]: in such cases, since an accurate
payload-based classification of the traffic is possible, the out-
come of the statistical method can be compared with the
actual protocol carried by each flow. This allows for a very
precise assessment of the classifier’s accuracy. However, one
might argue that such traces can be less representative than
the ones available from large backbone operators.

Other researchers have relied upon a mixture of full-payload
traces and publicly-available, anonymized traces [4], or even
just anonymized traces [6]. While in some cases the anony-
mized traces can be effective (see Section 2 of [6]), in general
the unavailability of payloads renders ascertaining the actual
protocol carried by each flow practically impossible. There-
fore, the performance of a classifier when applied to such
anonymized traces can never be fully trusted. Moreover,
the use of anonymized traces makes the comparison of re-
sults between different classifiers more difficult, since differ-
ent techniques can behave differently when classifying “mas-
queraded” traffic, i.e., flows that misuse well-known ports.
In order to be able to compare classifiers fairly, one should
be able to contrast their results when applied to the same
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data sets, or, at least, to similar network environments. This
poses the following insurmountable requirement: public ac-
cess to common, shareable sets of full-payload traces.

2.1 Solution A - Move classifiers
One obvious solution to the above issue would be to im-

plement all the competing classifiers at the same location so
that they can all access the same data set. The site could
be located in the control room of an operator’s backbone,
where an access link and the traffic flowing through it can be
monitored. By implementing the classifiers locally and by
making them run in real-time, any privacy concerns related
to the data sets could be largely overcome. One obvious but
huge obstacle to this approach would be that no commercial
or private network operator in their right mind would allow
experimental software to be run regularly in real-time on
live links for a number of reasons, because for example they
could, at the very least, severely impact their performance.

This problem could be overcome by recording live traffic
on large network-attached storage devices. Different classifi-
cation techniques could later access all the stored traces, and
run their algorithms on the same traces of recorded traffic,
therefore simplifying the problem of comparing their results
objectively. The main issues in this case would be protect-
ing the privacy of the users who generated the traffic, and
the security of the networks involved in the experiments.
In addition, being research efforts, most of the classifiers
that are being reported in literature are usually experimen-
tal. Optimizing such experimental software for a variety of
environments in terms of operating system, hardware, etc.,
except for the one that were initially developed in, is a cum-
bersome task for such research groups. Software adaptation
however would be a prerequisite if such a comparison in the
aforementioned setting were to occur.

2.2 Solution B - Anon-pcap: ACLs for traffic
traces

Besides moving classifiers, or releasing anonymized data
sets (covered in the next section), we think that the research
community should also take into consideration the develop-
ment of a new model of traffic capture library, which would
also serve as an interface to access recorded traces. Even
though this library could be similar to existing ones such as
pcap [7], we argue that it should add two capabilities. We
will call this new packet capture library “anon-pcap”.

First, it should be oriented to treating flows rather than
packets. Second, the library should offer the capability to
control which features of the captured traffic are exposed
to its users. At the very least, any user should be able to
retrieve statistical information for each flow, such as inter-
packet delay and packet size, plus critical transport level
information such as port numbers. A higher level of secu-
rity would be required to access meta-data such as whether a
given flow matches a particular pattern-based filter derived
from a payload-based classifier, or whether each TCP packet
contained any and which options, and so on. This approach
could be extended to define different levels of clearance, and
the associated different operations that each user could per-
form on the traces through this modified pcap library.

Note that, although anon-pcap would have to be substan-
tially more complex than existing pcap anonymizers such
as tcpdpriv [8], its flexibility could balance privacy concerns
and requirements of fair comparisons among different clas-

sifiers. For example, the library could be setup to show, for
a given set of classifiers, only the number of HTTP flows
from a given trace that were correctly classified by a specific
approach, while not giving direct access to any particular
flow’s payloads.

Anon-pcap would be ideally used as follows: organizations
with access to backbone networks and experience in data
collection efforts such as the Cooperative Association for In-
ternet Data Analysis [9] would save encrypted, full-payload
traces in secure storage spaces. Such traces would then be
readable only through the anon-pcap library, adopting differ-
ent levels of anonymization depending on the security clear-
ance of the user. Running classifiers on the recorded traces
would then be a matter of getting the necessary clearance
(this would probably involve signing a ton of legal papers...),
and obtaining an account with an interface to the traces
through anon-pcap.

In this scenario, a regular user with standard privileges
would only obtain, through the interface exposed by the li-
brary, fully anonymized packets, perhaps with pre-classification
meta-data. A “superuser” would instead be able to access
even the payload of specific types of traffic (say to port 443).
There could be many security-clearance levels in between
the two extremes above: in short, the anon-pcap interface
would act as a sort of “Access Control List (ACL)” system
for traffic traces.

The fact that recording and storing full-payload traces
might be seen as unrealistic (which probably it is...) will be
discussed in the final section of this editorial: we invite the
reader to bear with us on this subject for the time being.

2.3 Solution C - Move [anonymized] data sets
As the saying goes, “if you can’t bring Mohammad to the

mountain...” While we think that making data sets recorded
by large ISPs available through some form of APIs such as
anon-pcap could be ideal, the ability to release anonymized
traces that can be saved and used at a later stage would be
very convenient for researchers.

A first form of anonymization that should not introduce
new security concerns compared to current traffic anonymiz-
ers might be to release payload-stripped traces with the ad-
dition of classification meta-data. This would require each
organization that releases traffic traces to perform pattern-
matching classification on the payloads before anonymiz-
ing them, and release such classification meta-data together
with the anonymized traces. This would allow researchers
to use the traces knowing the “ground truth” as to which
protocol generated each anonymized trace, and therefore to
be able to realistically judge the accuracy of a classifier,
at least compared to the accuracy of the pattern-matching
mechanism used to produce the meta-data.

Another approach could be “soft anonymization”. This
would require modifying trace anonymizers so that, instead
of simply stripping-off the majority of each packet’s pay-
load, they would mangle it in such a way that the appli-
cation layer protocol would remain recognizable, but any
privacy and security related information would be overwrit-
ten. For example, they would anonymize an HTTP trace
by overwriting any URL, DNS names and privacy-sensitive
information in HTTP requests, and any content or privacy-
sensitive information in HTTP responses. This would still
make each trace semantically valid (at the application layer),
while possibly removing privacy concerns. Clearly, while
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this approach would generate more useful traces for the pur-
pose of traffic classification, it would be difficult to put into
practice, because it would require implementing any known
protocol’s state machine in the anonymizer. In addition,
one might argue that if current anonymizers, by stripping
off any transport-layer payload, leak enough information for
attackers to use against a given network [10], it could be
almost impossible to guarantee the security of such “soft
anonymizers”. It is further questionable if it is even possi-
ble to distinguish between nested application layer protocols
within the layer-4 payload, especially taking into consider-
ation the numerous applications tunneled over HTTP (e.g.,
streaming, mail, chat, etc.)

3. FINDING THE RIGHT METRIC
The use of a common metric, or at least the definition

of an agreed-upon set of parameters that can be used to
assess the performance of traffic classification mechanisms
constitutes the basis of any comparison of traffic classifiers,
and indeed of any mechanism. Although this is seemingly
a rather simple problem to solve, many papers that have
dealt with traffic classification in the past few years have all
used different metrics to present their results. In some cases,
some of the metric parameters used in a paper can be simply
derived from similar parameters used in other works, possi-
bly with a different name. However, sometimes parameters
defined in a paper simply cannot be found in others, or are
related by more complex expressions that make comparisons
tricky.

Let us compare as an example three relatively recent pa-
pers on traffic classification: T. Karagiannis et al. [3], L.
Bernaille et al. [4] and Crotti et al. [5].

Karagiannis et al. rely on two performance parameters,
completeness (we will refer to it as C) and accuracy (A).
With completeness they indicate the ratio between the num-
ber of flows assigned by their classifier to a given traffic class
and the total number of flows of that class present in a given
data set. Accuracy is defined as the percentage of flows that
the classifiers labels correctly.

Bernaille et al. use the term True Positive (TP ) to indi-
cate what the previous paper indicates as accuracy. In ad-
dition, they define the term False Positive (FP , referred to
a given protocol p) as the ratio between the number of flows
incorrectly labeled by their classifier and the total number
of flows in their data set not including protocol p. They also
introduce other parameters, such as False Negative to help
them evaluate how their mechanisms deals with unknowns.

Crotti et al. quantify the performance of the classifier by
using two main parameters. Hit Ratio (Hr) is defined as the
ratio between the flows of a given protocol that are classified
correctly versus the total number of flows of the same pro-
tocol present in the data set. The parameter False positive
for a given protocol p (F+), refers to the ratio between the
number of flows that were incorrectly classified as protocol
p and the number of flows labeled as the same protocol1.

Although some parameters can be easily derived from oth-
ers with simple algebraic operations2, others simply cannot.
Furthermore, even though some of the parameters refer to

1The rationale behind this definition will be clear in Sec-
tion 3.1.
2For example, Karagiannis et al.’s A can be defined as (1−
F+), where F+ is the False Positive parameter defined in [5].

the same broad concept, such as “False Positive”, they are
used differently in different papers3, confusing things even
further.

Summarizing, we see a problem not so much in the termi-
nology that is used, but in the fact that different papers rely
on sometimes very different parameters to validate their ap-
proach. Furthermore, parameters that are used in a paper
to verify the classifier’s performance in one area, say, for ex-
ample, its ability to deal with “unknowns”, are not always
present in other works, at least not in the same form. This
makes the effective comparison of different approaches much
more difficult than it should be.

3.1 A proposal for a common metric
We think that it could be useful, for the purpose of mak-

ing comparisons among different traffic classification mecha-
nisms, to have each paper base their evaluation on a common
set of parameters. Of course each paper could define its own
metric, but we argue that it would be useful if each metric
would include at least the following parameters.

True Positive (TP) : An indication of true positives. This
could be defined similarly as the “Accuracy” parame-
ter defined in [3].

False Positive (FP) : An indication of false positives, not
defined over the total number of flows, but over the
number of flows assigned by the classifier to a given
protocol. In practice, parameter FP answers the ques-
tion “out of x number of flows classified as protocol p,
what’s the fraction that was not really produced by
p?” We think this parameter is very useful for assess-
ing the performance of a classifier in real-world scenar-
ios, where it would express the trustworthiness of the
classifier in dealing with a given traffic class.

Unknown (U) : An indication of how the classifier deals
with unknown traffic, i.e., traffic that the classifier has
not been trained for. This could be easily derived by
linear combination of the terms TP and FP , but it
would be easier if it would be declared explicitly.

4. ADDITIONAL OPEN ISSUES
While we have argued over the previous sections that

data-sharing and metric definition are the major issues that
inhibit progress, comparing classifiers involves a number of
other complications that could possibly be addressed more
easily, yet are still important. Specifically:

• The definition of application classes is different across
the classifiers. For example, a class of “Network Man-
agement” protocols may comprise different applica-
tions across the various techniques. Thus, comparing
the performance of the classifiers must account for such
discrepancies.

• Scope of the classifier. The scope and goal of the differ-
ent methodologies render them not directly compara-
ble in some cases. For example, BLINC [3] attempts to
identify peer-to-peer traffic irrespective of the specific
underlying application (i.e., Kazaa, BitTorrent, etc),
in contrast to the Bernaille et al.’s methodology [4]

3Compare, for example, the definition of False Positive in [4]
and [5].

ACM SIGCOMM Computer Communication Review 67 Volume 37, Number 3, July 2007



which distinguishes between the various peer-to-peer
applications.

• Evaluation of unknown/encrypted traffic. Even as-
suming that a payload trace is possible to be prop-
erly anonymized and shared publicly, still a portion
of that trace will potentially contain unknown and/or
encrypted traffic. As one of the motivating forces be-
hind most classification techniques is the treatment of
such unknown or encrypted traffic, or even further the
identification of new applications in the existing traffic
classes (e.g., a new peer-to-peer application), how can
we effectively compare methodologies regarding their
results for such traffic?

5. FINAL REMARKS
In this short contribution we have argued that research

in traffic classification could proceed more speedily towards
its goals if the community is able to effectively and precisely
compare different approaches. At least two main issues must
be resolved for this to happen: we must find a way to share
data sets, and a common metric that captures the capabili-
ties of each classification approach.

Although the first problem has been debated for a long
time within several communities, in this editorial we try to
summarize and discuss three approaches. What we called
“Solution A” is simple, but to the best of our knowledge has
not been applied so far. Nothing makes us believe that this
will change in the future. “Solution C” requires an enhance-
ment to anonymization libraries, and could be appealing to
some types of research.

“Solution B” is a new type of approach, and relies on a
controlled access to traces, which are saved with their full-
payloads, and are therefore amenable to any kind of research
in this area. We realize that having large organizations
record and store full-payload traces, even if in encrypted
format and with access strictly controlled through the anon-
pcap library, could be a Utopian idea. However, we feel that
it is important that even an extreme scenario like this one
should be discussed within the community. After all, the de-
sign and development of a system such as anon-pcap could
be an interesting research project by itself. Furthermore,
we believe that the basic idea of realizing an ACL-like sys-
tem for accessing traffic traces has its own merits, and could
bring actual benefits to the measurement community even
if not applied to the scenario of full-payload traces that we
described in this editorial.

We then have explained why we think that defining a com-
mon evaluation metric is important, and, starting from the
main evaluation parameters used in recent papers, we pro-
pose the high-level elements that should be part of a com-
mon metric.

Finally, it should be clear that there are many other is-
sues that hamper cooperative advances in traffic classifica-
tion, such as the evaluation of encrypted traffic. While we
mentioned a few of those in this editorial, an exhaustive list
would probably be much longer.
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