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ABSTRACT
Many believe that it is impossible to resolve the challengesfacing
today’s Internet without rethinking the fundamental assumptions
and design decisions underlying its current architecture.Therefore,
a major research effort has been initiated on the topic of Clean Slate
Design of the Internet’s architecture. In this paper we firstgive an
overview of the challenges that a future Internet has to address and
then discuss approaches for finding possible solutions, including
Clean Slate Design. Next, we discuss how such solutions can be
evaluated and how they can be retrofitted into the current Internet.
Then, we briefly outline the upcoming research activities both in
Europe and the U. S. Finally, we end with a perspective on how
network and service operators may benefit from such an initiative.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and Design

General Terms
Design, Management, Performance, Reliability

Keywords
Clean-Slate, Post-IP, Internet, network architecture

1. INTRODUCTION
The Internet is a social phenomenon that has changed, and con-

tinues to change how humans communicate, businesses work, how
emergencies are handled, the military operates, etc. It hasredefined
expectations about how interactions between humans, computers
and humans, and between computers function. Without question,
almost all major industrial sectors take advantage of the Internet.
This includes software companies such as Microsoft, Google, and
SAP, as well as more traditional manufacturing companies (includ-
ing the automotive industry), service providers (including banks
and insurance companies), as well as the entertainment industry.

Given its impact, the question is what people mean when they
refer to the Internet. For the billions of users of networking tech-
nology, the Internet equates to the applications enabled bythe tech-
nology: the Web, file sharing, chat, IP telephony, to name just a few.
For some it is the protocol suite underlying the Internet including
the Internet Protocol (IP), the User Datagram Protocol (UDP), and
Transmission Control Protocol (TCP) as well as the routing proto-
cols. For others it consists of the networking elements suchas hubs,
switches and routers, as well as the manner by which information is

transmitted, optically, electronically, or wirelessly. Afurther group
views the Internet as building, operating, and maintainingan in-
frastructure such as a LAN or the Internet Service Provider (ISP)
backbone. Others still are interested in observing and characteriz-
ing the traffic, and the users who are responsible for the traffic on
such networks. Another group focuses on how to achieve commer-
cial success in the Internet age.

This wide spectrum of views reflects the huge success of the In-
ternet, but it also hints at the complexity and diversity of asystem
which has grown from interconnecting merely a few supercomput-
ers to interconnecting the world. Users of the Internet value the new
and diverse set of applications with their interactivity, while devel-
opers of applications value the ease with which they can develop
new functionality and reach a large and diverse set of users.

Indeed, the success of the current Internet is highlighted by how
it has influenced our society. Yet at the same time, society isdaring
the Internet to face the following set ofchallenges:

Security: The lackof security in the Internet is worrisome to ev-
eryone including users, application developers, and network
and service operators.

Mobility: Currently, application developers find little support for
newmobile applications and services.

Reliability and availability: ISPs face the task of providing a ser-
vice which meets user expectations of the Internet’s crucial
role in both business and private life, in terms of reliability,
resilience, and availability, when compared, for example,to
the telephone network (five nines1). Furthermore, the service
has to be seamless.

Problem analysis: The toolset fordebugging the Internet is lim-
ited, e. g., tools for root cause analysis.

Scalability: Questions remain regarding the scalability of some
parts of the current Internet architecture, e. g., the routing
system.

Quality of Service: It is still unclear how and where to integrate
different levels of quality of service into the architecture.

Economics: Besides these more technical questions, there is also
the question of how network and service operators can con-
tinue to make a profit.

1Five nines implies an availability of 99.999%. This means that
the system is highly available, delivering its service to the user
99.999% of the time it is needed.
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• Application: supporting network
applications

• Transport: host-host data transfer
• Network: uniform format of

packet, routing of datagrams from
source to destination

• Link: data transfer between neigh-
boring network elements

• Physical: bits “on the wire”

Figure 1: Internet Protocol Stack

The above challenges are well recognized. Indeed, within the
last decade the community has tried to find solutions. But thepro-
posed solutions are only partial solutions to each individual chal-
lenge at best. Why? To understand this, Section 2 reviews thede-
sign goals and resulting principles of the current Internetarchitec-
ture; Section 3 discusses why the current design decisions hinder
the solutions. Many believe that it is necessary and timely to re-
think the fundamental assumptions and design decisions, and start
from scratch: via a Clean-Slate Design approach, see Section 4, to
achieve solutions which address all of the above challengessimul-
taneously. The strategy for proceeding along this path is discussed
in Section 5. Possible impacts are discussed in Section 6.

2. REVIEW OF THE CURRENT
INTERNET ARCHITECTURE

Before we can discuss why it is difficult to address the above
challenges within the current Internet architecture we need to brief-
ly review how the current Internet works.

Thedesign goals [1] underlying the current Internet architecture
in order of importance are:

(0) to connect existing networks,
(1) survivability,
(2) to support multiple types of services,
(3) to accommodate a variety of physical networks,
(4) to allow distributed management,
(5) to be cost effective,
(6) to allow host attachment with a low level of effort and,
(7) to allow resource accountability.

To achieve these goals, the followingdesign principles have
been used:

(a) layering,
(b) packet switching,
(c) a network of collaborating networks,
(d) intelligent end-systems as well as the
(e) end-to-end argument.

Next, we review how these design principles enable today’s Internet
to fulfill most of the design goals laid out above.

Layering.
The use of network layers, see Figure 1, leads to a network stack

and offers a reduction in complexity, isolation of functionality, and
a way to structure their network protocol designs. Each layer in
the network stack offers a service to the next layer up in the stack.
It implements this service using the services offered by thelayer

below. This results in a situation where the logical communica-
tion happens within each layer. Yet during actual communication,
the data passes the network stack at the sender from the top tothe
bottom and at the receiver from the bottom to the top.

The Internet has the following five layers (top to bottom): appli-
cation, transport, network, link, and physical. The physical layer is
responsible for coding the data and transporting it over the
wire/ether. The link layer enables neighbor-to-neighbor commu-
nication. The network layer, also often called the IP layer,enables
host-to-host communication and, as such, provides a way of ad-
dressing hosts (via IP addresses), sending data (via IP packets), as
well as determining routes. The transport layer enables application-
to-application communication either as bitstream via TCP or as
message service via UDP. TCP offers reliable data transfer,with
flow and congestion control, while UDP allows the chance of send-
ing and/or receiving of messages. These are two types of services
(design goal 2) currently offered by the Internet. The application
layer implements the application-specific protocol exchange, e. g.,
HTTP or FTP. The interface between the application and the trans-
port layer is the Socket API.

The use of communication layers enables the simple intercon-
nection of existing networks (design goal 0) and enables theac-
commodation of a variety of networks (design goal 3). As soonas
a network offers the service required by a specific layer it can be
seen as implementing that layer. In the case of the Internet this hap-
pens at the network layer. Almost any network fulfills the criteria
of the service needed by the network layer: to deliver packets to
their neighbor where some packets may be lost.

Packet switching.
The decision to use packet switching implies that the data has to

be split into packets. Each packet carries the address of itsdestina-
tion and traverses the network independently of the other packets.
Any packet can use the full link bandwidth on any link but may
have to wait in a queue if other packets are already using the link.
Should a packet encounter a full queue it is simply dropped, which
corresponds to the best effort service principle. This means that it
is possible to use a stateless routing system at the network layer,
which does not require per connection state. This ensures scalabil-
ity and contributes to cost effectiveness (design goal 5).

Network of collaborating networks.
In the Internet, routing decisions are taken on a per-IP-network-

basis (a set of related IP addresses) based on the routing table at
each router, which is computed in a distributed manner. Indeed, the
Internet is divided into a collection of autonomous systems(ASs).
Each AS is managed by an Internet Service Provider (ISP), which
operates a backbone network that connects to customers and other
service providers. Within an AS, routing is determined by interior
gateway protocols such as OSPF and IS-IS [2]. Routing between
ASs is controlled by the Border Gateway Protocol (BGP). BGP
is a policy-routing protocol, which distributes routing information
between routers belonging to different autonomous systems. Each
router determines the next hop router by combining the information
learned via these routing protocols. This design of the routing sys-
tem ensures survivability (design goal 1) and allows for distributed
management (design goal 4) as long as the ISPs collaborate.

Intelligent end-systems / the end-to-end argument.
The fact that the network layer can simply drop packets is a re-
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sult of keeping the network dumb and placing the intelligence at
the end-system. Should the application require reliable data trans-
fer, then it is the responsibility of the end-system to provide the
service, e. g., in the transport layer via TCP. Indeed, the end-to-end
argument can be used as a way to place functionality. There are
two reasons to place functionality inside the network rather than
at the end-systems: if all applications need it, or if a largenum-
ber of applications benefit from an increase in performance.This
is not the case for reliability. Not all applications require it, e. g.,
VoIP, and applications often have to implement end-to-end relia-
bility anyhow, e. g., the domain name system (DNS). Accordingly,
both packet switching and the end-to-end argument, help to ensure
survivability (design goal 1) and cost effectiveness (design goal 5).

The original Internet design principles ensure that the Internet
fulfills most of the original Internet design goals (0-5). The other
design goals have been addressed by crutches such as DHCP (de-
sign goal 6) or the simple network management protocol (SNMP)
and NetFlow2 (design goal 7).

3. WHY TODAY’S INTERNET ARCHI-
TECTURE CANNOT FULFILL THE
CHALLENGES

Unfortunately, if we compare the original list of Internet design
goals with today’s challenges, see Section 1, we note that these
challenges are not addressed by the current Internet architecture.

While a lot of work is underway to addsecurity to each individ-
ual protocol used in the Internet, e. g., IPsec, DNSSEC, thishas not
resulted in a secure Internet (design principle a). Indeed,a com-
position of two secure components does not necessarily result in a
secure system. Any system is only as secure as its weakest com-
ponent. In fact the smallest oversight can lead to a global security
problem, especially since significant functionality is placed on vul-
nerable end-systems (design principles d and e). Moreover,adding
security to the Internet, which is fundamentally based on the idea of
trusted and cooperating systems (design principle c), is a difficult
balancing act between usability, performance, and security.

Adding mobility to the current Internet architecture is also dif-
ficult, as the current Internet naming system is based on the host
address, typically the IP address (design principle d). To achieve
scalability of routing, the Internet uses an address hierarchy, which
imposes a structure on the host addresses that relates to itslocation
within the Internet (design principles b and c). Most suggestions
regarding how to enable mobility either break the routing hierar-
chy or require the use of another IP address. The first threatens
scalability and IP address filtering, a security crutch thatprovides a
primitive firewall. The latter either requires changes at all servers or
a decoupling of addressing for the purpose of routing and addresses
as used by applications (such as address-based authorization), or a
fundamentally new approach to naming.

Given the distributed management of the current Internet (design
principle c), and the lack of tools for identifying which applications
are currently using which specific network resources and vice versa
(which network components are being used by which users),net-
work management is an unsolved problem (design principle b).
While we understand quite well how to forward packets quickly
in the “forwarding plane”, we still do not understand how to set
up the “control plane” in such a manner that the network operates

2NetFlow is an open but proprietary network protocol developed
by Cisco Systems for collecting IP traffic information.

reliably, is easilymanageable, debuggable, and stillscales well.
Network management is another topic which spans all networklay-
ers including the political. For her part, this author is scared if the
Internet is not working and the phone dead, due to VoIP, and itis
therefore impossible to call one’s network administrator.

While mechanisms for providingQuality of Service (QoS) with-
in the Internet as well as Asynchronous Transfer Mode (ATM) net-
works have been very well studied, the interaction problemsbe-
tween the network layers (design principle a) are still unresolved
and the management of such services, including configuration, pol-
icy setup, charging, inter-provider setups, etc. is still open (design
principles b and c).

All topics, security, mobility, network management, and QoS,
span the whole network stack. Accordingly, it is time to rethink
the design principles: layering, packet switching, collaborating net-
works, as well as the end-to-end argument. It is, however, impos-
sible to rethink the network structure on a technical level without
addressing thebusiness aspects. In the current Internet, network
infrastructure providers, such as ISPs, get their main revenue from
end-users who pay for network connectivity. Service providers,
e. g., Google, get their main revenue from advertisers who pay for
eyeballs. In the past, user micro-payments have proven to betoo
unpredictable and too much of a burden to be acceptable to users.
History has shown that users usually prefer flat rates or subscrip-
tions. Any new architecture has to have a simple way to handle
financial settlements and to accommodate federations of networks.
Indeed, there is a need for an economic model as well as a tech-
nical one that makes sense for the evolution of the network and its
services, and the continued viability of both.

4. THE CLEAN-SLATE APPROACH
There are two principal ways in which to evolve or change a

system:

incremental: a system is moved from one state to another with
incremental patches.

clean-slate: the system is redesigned from scratch to offer im-
proved abstractions and/or performance, while providing
similar functionality based on new core principles.

In the past 30 years the Internet has been very successful using
an incremental approach. However due to its success, the commu-
nity has now reached a point where people are unwilling or unable
to experiment on the current architecture. Therefore, it might be
time to explore a clean-slate approach consisting of: out ofthe box
thinking, the design of alternative network architectures, and ex-
perimentation with the architecture in order to evaluate the ideas
and to improve them as well as to give them a realistic chance of
deployment either in a new system or incrementally on/in today’s
network.

Why now? The current set of design principles are intrinsic to
the current Internet architecture of the Internet and therefore hard to
challenge and hard to change. Yet as we have seen, the challenges
above, individually and together, are hard to address giventhese
design principles. Furthermore, advances in technology have made
new capabilities available, which question some of the old design
principles: fast packet optical components, wireless networks, fast
packet forwarding hardware, virtualization techniques, and signifi-
cant computational resources.
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4.1 Clean-Slate thinking
As the community does not know what a new architecture will

look like, out of the box thinking is necessary. In fact, the ability
to rethink the network and service architecture is likely toresult
in a different network architecture. Particular drivers include the
current state of technology, a different set of design goals, different
priorities, and, therefore, an alternative placement of functionality.

However, a new network architecture is not sufficient in itself to
address the network management questions, as network manage-
ment includes the processes surrounding the network. Accordingly
it is important to give researchers a chance to experience the com-
plexity of managing such networks themselves to induce themto
explore alternatives.

4.2 Evaluation of a Clean-Slate attempt
The biggest challenge in moving forward with a Clean-Slate ap-

proach is that we need to have a way to determine when the newly
designed architecture is sufficiently good. Even more challenging
is that this has to be possible without knowing what such an ar-
chitecture might look like. We know of multiple ways in which
to approach this, including “paperware” which is insufficient and
“prototypes”. The use of prototypes is crucial, as one needsto
build a system in order to evaluate it and to convince others that
it is the appropriate solution. It is almost impossible to get a new
idea adopted that has not yet been tried at scale and under realistic
conditions. But more importantly it is needed intellectually as it en-
ables the researchers to uncover things that would otherwise have
been assumed away. Thus there is a further aspect to Clean-Slate
Design besides research into new network architectures:building
an experimental facility.

4.3 Experimental facility vs. testbed
The experimental facility is not yet another testbed. Testbeds,

while real and not simulated, are designed for a specific purpose
with a focused goal, a known success criterion, and are of limited
scale. Therefore, they are not sufficient to evaluate new network
architectures. Rather the purpose of the experimental facility is to
explore yet unknown architectures while exposing researchers to
the real thing. Furthermore it has to be of larger scale and include
different technologies. But most importantly, the successcriteria of
each experiment remain to be determined. While the experimental
facility should attract real users and their traffic it cannot, however,
be a production network as the services are experimental andmay
fail. Some experiments may even break their part of the infrastruc-
ture. The experimental facility should enable parallel experiments
with totally different networking architectures, e. g., different nam-
ing schemes, different layering approaches, and differentforward-
ing strategies to co-exist and operate in parallel. At the same time,
new services should be able to explore the new capabilities and
should be made available to users who opt-in.

4.4 Deployment of Clean-Slate ideas
Just because a Clean-Slate approach is advocated does not mean

that research on incrementally improving the current architecture
should be halted, rather the opposite. It can be expected that some
of the ideas originally proposed as part of a new architecture can
be retrofitted to the current Internet. This has happened, e.g., with
IPv6. Furthermore, once a new architecture has been identified, it
is quite reasonable to identify intermediate steps so that the cur-
rent architecture can evolve into the desired new one. In addition,

experience and tools developed in operating and managing anex-
perimental facility may prove to be very valuable for managing the
current Internet or/and private Intranets. In other words,Clean-
Slate should be viewed as a design process, not a result in itself.

4.5 Success stories of Clean-Slate ideas
Several different success stories of a Clean-Slate processare pos-

sible. For example, the innovative services and applications, which
will be developed within the process, may become mature enough
to be commercially deployed on the existing Internet. An alter-
native is that the research community will create a new network
architecture, which eventually replaces today’s architecture. A fur-
ther possibility is that the insights gained from the process are taken
up by commercial players and fitted back into today’s networkar-
chitecture. The most “conservative” outcome may be that we learn
that the current Internet architecture is the “best” possible solution.
The most “radical” outcome is that the experimental facility, which
allows multiple sub-system architectures and network services to
co-exist, may become the blueprint for the future Internet.

5. RESEARCH PLAN
As mentioned above, there are two aspects to Clean-Slate De-

sign:

1. research into new network architectures.
2. building an experimental facility.

The research programs both in the U. S. as well as in Europe reflect
this.

5.1 New network architectures
In the U. S. the National Science Foundation (NSF) has initiated

the Future InterNet Design (FIND) research program [3] within the
NSF NeTS program which poses the following questions: “What
are the requirements for the global network of 15 years from now –
what should that network look like and do?” and “How would we
re/conceive tomorrow’s global network today, if we could design
it from scratch?” As such FIND has a strong focus on defining
an architecture for the Future Internet. Furthermore, it plans to
encourage research teams to reach consensus on broad architectural
themes. The first set of proposals within the FIND program have
been selected, and a detailed overview is given by David Clark [4].
A similar initiative is planned in Asia and within the upcoming
FP7 calls in the EU. Indeed, the ongoing COST strategic action
ARCADIA [5], the EIFFEL Think Tank [6], and the Future Internet
Initiative [7] are already under way to identify and align groups
within Europe.

5.2 Experimental facility
At the same time, NSF is planning the Global Environment for

Networking Innovations (GENI) initiative as a NSF Request for
Major Research Equipment to the U. S. congress, aiming to “Build
an open, large-scale, realistic experimental facility forevaluating
new network architectures.” The intention of GENI is to offer a
shared, global facility designed to catalyze research on network ar-
chitectures, services and applications. A similar initiative is plan-
ned within the upcoming FP7 calls and in Asia.

5.2.1 GENI: one extreme
The plan is that GENI [8] consists of a set of typical network-

ing components including links, forwarders, storage and processor
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Figure 2: Planned GENI topology

clusters, and wireless subnetworks. These can then be partitioned
by the management framework in such a way that each network
experiment is an overlay that has exclusive rights to some sub-
set of the components. The design of GENI is made possible by
four key ideas: programmable components, virtualization of the
components, seamless opt-in of the users, and modularity ofthe
components. The envisioned topology is shown in Figure 2. A
discussion of the GENI design principles is given by Peterson et
al. [9]. While funding for the main GENI facility is expectedto
start in 2009/2010, funding from the regular NSF budget is being
used to support research and prototyping efforts to reduce the tech-
nical risk in the construction of GENI.

This includes work on programmable components, such as:

• FPGAs by McKeown[10],
• routers [11] by Turner,
• wireless networks [12] by Sabharwal et al.,

on work on virtualization, such as:

• of network infrastructures [13] by Rexford et al.,
• of wireless networks by Raychaudhuri et al. [14] and by Ba-

nerjee [15],

on monitoring and measurement, such as:

• the Meta-Management System by Ng et al. [16],
• the control plane for experimental support by Anderson et

al. [17],
• authorization architectures by Anderson et al. [18],
• sensor network testbeds for urban monitoring by Welsh et

al. [19].

and on federation:

• Emulab-PlanetLab Federation by Lepreau [20].

The GENI vision is to have a mixture of speculative experiments
and long-running deployment studies running side by side. The
long-running studies are supposed to offer real services, which will
attract real users and be helpful in identifying the right architecture.

Neither the research work into new architecture nor the experi-
mental facility will start from scratch. For example, new architec-
tural concepts have been developed within the US-NewArch [21]
and the EU-Daidalos project [22]. The topic of naming and ad-
dressing for the next-generation Internet has been the focus of a
recent workshop [23].

The experimental facility can build upon the experience gathered
within research networks, among which are GEANT2 and Inter-
net2. GEANT2 is a multi-gigabit pan-European data communica-
tions network, reserved specifically for research and educational
use. Internet2’s goal is to develop and deploy advanced network
applications and technologies for research and higher education,
while accelerating the creation of tomorrow’s Internet. Other ex-
perimental facilities developed by networking researchers for net-
working research include PlanetLab [24] and OneLab [25] as well
as Emulab.

PlanetLab is the result of a joint community effort by a large
international group of researchers to provide a geographically dis-
tributed platform for deploying, evaluating, and accessing plane-
tary-scale network services. Each group contributes some hard-
ware resource and in return has the opportunity of accessingone
or more isolated slices of PlanetLab’s global resources. OneLab
focuses on the federation of PlanetLabs and plans to widen itby
adding testbed nodes behind links that are not typical research net-
work links. Furthermore, the ability of applications to perceive the
underlying network environment will be enhanced. Emulab [26],
on the other hand, provides integrated access to a wide rangeof ex-
perimental environments: from simulated to emulated to wide-area
network testbeds.

On the software side, there are modular software routers such as
Click [27] and Xorp [28] as well as virtualization systems such as
Xen [29] and Vmware, which are openly available, can easily be
changed and are already heavily used by the research community.

5.2.2 Alternatives
One can argue about how much flexibility such an experiment fa-

cility has to provide and initially on what layer with which granular-
ity. GENI represents an extreme approach with virtualization at all
layers of dedicated resources for reproducibility, full programma-
bility, and user opt-in. It may, however, be quite sensible to, for
example, start with dedicated resources at only the link layer, of-
fering customization of the configuration as well as computational
resources and user-opt in. Such an experimental platform might
very well provide all the resources needed to experiment with al-
ternative control planes and federation of networks. Indeed, even
in such a more simple facility, the difficult questions of howto
combine resources, how to manage experiments, how to allocate
resources, how to extend and evolve the facility, and deciding on
an appropriate usage policy have to be addressed.

This approach allows us to take advantage of already existing
testbeds, e. g., Mupbed [30]. These may become components ofa
larger experimental facility and therefore reduce deployment time
and cost. Moreover, it places an emphasis on the researchersto
handle the question of federation and policy.

This brings us to the interesting question of whether the technol-
ogy is going to change too fast for an experimental facility to offer
attractive hardware. The way to address this issue is by adding re-
sources as the project develops, using the facility as it is built, and
adapting the process when necessary, as is planned within GENI.

6. IMPACT OF THE CLEAN-SLATE
DESIGN PROCESS

The community can benefit in many different ways from the pro-
cess of searching for a new network architecture. For example,
applications and services will be able to take advantage of the en-
hanced capabilities such as security and mobility providedby the
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new network. It should ease access to information and also enable
applications which we cannot even imagine today. Furthermore,
new economic models may reshape the market-place and thus busi-
ness models. Players who react fast will have an advantage com-
pared to competitors. In addition, the resulting architecture may be
less complex and therefore easier to manage and maintain than the
current one.

There is a chance that a new interface between network ser-
vice providers and network capacity providers will arise. Being
involved in the design process will enable an operator not only to
be a step ahead in business but also to shape the interface as well
as the changing value-chain. Most importantly, a provider will be
able to position itself in the market and react to upcoming changes
appropriately. Moreover the role of the network and servicepro-
vides may change. Open interfaces may enable new ecosystems
of dynamically changing business alliances, for example, between
providers of network/computing/storage/service resources. New
roles for network and service operators (e. g., brokers, mediators,
and orchestrators of complex services) may arise and it is impor-
tant for an operator to shape these developments rather thanjust to
observe them.

By operating an experimental facility, new network management
and control capabilities will be developed. It is highly likely that
these will immediately change the way that today’s enterprise net-
works, and even today’s Internet, are managed and thereforereduce
daily operating overhead. Moreover, it has the potential tochange
the way that the control plane is handled in the long run and there-
fore have an impact on the operating and investment costs in the
network itself as well as on network operation.
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