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ABSTRACT

Peer-to-peer (P2P) systems, which are realized as ovestaysp of the
underlying Internet routing architecture, contribute gnfficant portion of
today’s Internet traffic. While the P2P users are a good soafcevenue
for the Internet Service Providers (ISPs), the immense Rifctalso poses
a significant traffic engineering challenge to the ISPs. &hizecause P2P
systems either implement their own routing in the overlgotogy or may
use a P2P routing underlay [1], both of which are largely peshelent of
the Internet routing, and thus impedes the ISP’s trafficreeggying capabil-
ities. On the other hand, P2P users are primarily interastéidding their
desired content quickly, with good performance. But as thle §/stem has
no access to the underlying network, it either has to medberpath per-
formance itself or build its overlay topology agnostic of tinderlay. This
situation is disadvantageous for both the ISPs and the R&B.us

To overcome this, we propose and evaluate the feasibility sblution
where the ISP offers an “oracle” to the P2P users. When the B2P
supplies the oracle with a list of possible P2P neighbos,otfacle ranks
them according to certain criteria, like their proximitytte user or higher
bandwidth links. This can be used by the P2P user to choosemie
neighbors, and therefore improve its performance. The BPuse this
mechanism to better manage the immense P2P traffic, e.geikinside
its network, or to direct it along a desired path. The imptbwnetwork
utilization will also enable the ISP to provide better seevio its customers.

Categories and Subject Descriptors

C.2.1 Network Architecture and Design]: [Network topology];
C.2.4 Distributed Systems]: [Distributed applications]

General Terms
Design, Experimentation, Management, Performance
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1. INTRODUCTION

P2P systems have recently gained a lot of attention fromrthe |
ternet users and the research community. Popular applisatihat
use P2P systems include file sharing systems such as Bitatorr
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rely on application layer routing based on an overlay togplon
top of the Internet, which is largely independent of theinét rout-
ing and topology [9].

To construct an overlay topology, unstructured P2P netsvork
usually employ an arbitrary neighbor selection procedteThis
can result in a situation where a node in Frankfurt downlcads
large content file from a node in Sydney, while the same inform
tion may be available at a node in Berlin. It has been showh tha
P2P traffic often crosses network boundaries multiple tifaes0].
This is not necessarily optimal as most network bottlenéckle
Internet are assumed to be either in the access network dreon t
links between ISPs, but not in the backbones of the ISPs B4].
sides, studies have shown that the desired content is oftélalale
“in the proximity” of interested users [10, 12]. This is duedon-
tent language and geographical regions of interest. Sire2ra
user is primarily interested in finding his desired contemtkjy
with good performance, we believe that increasing the igcaf
P2P traffic will benefit both ISPs and P2P users.

To better understand the origin of the problem of overlaglartay
routing clash, let us consider how routing works in the Iné¢and
P2P systems. In the Internet, which is a collection of Autoaos
Systems (ASes), packets are forwarded along a path on aegfet-p
basis. This choice of path via the routing system is limitgd b
the contractual agreements between ASes and the routimzy pol
within the AS (usually shortest path routing based on a fixed p
link cost) [13].

P2P systems, on the other hand, setup an overlay topology and
implement their own routing [14] in the overlay topology whiis
no longer done on a per-prefix basis but rather on a query or key
basis. In unstructured P2P networks queries are dissesdinag.,
via flooding [15] or random walks while structured P2P netsgor
often use DHT-based routing systems to locate data [5]. &nrsw
can either be sent directly using the underlay routing [3hoough
the overlay network by retracing the query path [15]. By ot
through the overlay of P2P nodes, P2P systems hope to use path
with better performance than those available via the |metefiv,

16]. But the benefits of redirecting traffic on an alternajpagh,
e.g., one with larger available bandwidth or lower delag ot

eDonkey, Kazaa, Gnutella as well as VoIP systems such aseSkyp necessarily obvious. While the performance of the P2P systay
and GoogleTalk [2]. P2P systems are so popular that they con-temporarily improve, the available bandwidth of the newtpsen

tribute more than 50% to the overall network traffic [3, 4, 5].

path will deteriorate due to the traffic added to this pathe T3P

~ However, the wide-spread use of such P2P systems has put ISPshen has to redirect some traffic so that other applicaticsisgu
in a dilemma! On the one hand, P2P system applications have re this path receive enough bandwidth. In other words, P2reByst

sulted in an increase in revenue for ISPs, as they are one ofigh
jor reasons cited by Internet users for upgrading theirhgeac-
cess to broadband [6]. On the other hand, ISPs find that P tra
poses a significant traffic engineering challenge [4, 7]. ®affic
often starves other applications like Web traffic of bandtvifB],

reinvent and reimplement a routing system whose dynamimgidh
be able to interact with the dynamics of the Internet roufihd.7].
While a routing underlay as proposed by Nakao et al. [1] cdoce
the work duplications it cannot by itself overcome the iatgion
problems. Consider a situation where a P2P system impoeesfa |

and swamps the ISP network. This is because most P2P systems
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traffic on an ISP network. This may cause the ISP to change someFor P2P nodes within the AS the oracle may further rank thesod

routing metrics and therefore some paths (at the routingrjan
order to improve its network utilization. This can howevause a
change of routes (at the application layer) by the P2P systérch

may again trigger a response by the ISP, and so on. In summary,

we identify the following drawbacks:

e The ISP has limited ability to manage its traffic and therefor
incurs potentially increased costs for its interdomaiffita
as well as for its inability to do traffic engineering on its in
ternal network.

The P2P system has limited ability to pick an optimal over-
lay topology and therefore provide optimal performance to
its users, as it has no prior knowledge of the underlying In-
ternet topology. It therefore has to either disregard oeresy
engineer it.

independently.

While we do not know of a P2P network that tries to reverse-
engineer the Internet topology, there are some proposalsitiy-
gest that P2P networks should bias their overlay topologyhiops-
ing neighbors that are close in the sense of high throughploio
latency, e.g., [18, 19, 20] or that are within the same AS, €19,

21]. Others such as the Brocade [22] system propose to build a
overlay on top of a structured DHT P2P system that exploitsWn
edge of the underlying network characteristics. Yet anoslys-
tem [8] proposes to use caching to relieve the tension bethgies
and P2P systems.

We, in this paper, propose and evaluate the feasibility afma s
pler solution where ISPs help P2P systems by offeringracle
service. The oracle acts like an abstract routing underlay to the
overlay network but as it is a service offered by the ISP it dhas
rect access to the relevant information and does not havefeo i
or measure it. For example, an ISP knows whether a custorser ha
a DSL broadband or a modem connection, its link delay, et@ Th
benefit to the ISP is twofold: first, it can now influence the P2P
routing decisions via the oracle and so regain its abilitgecform
traffic engineering (control the traffic flow) and second, B#P
measurement traffic to infer network distances is omittdwe P2P
users benefit as explained below.

1.1 Anoracleservice

Let’s consider how unstructured P2P networks tend to miainta
their topologies. New P2P nodes usually retrieve a list afhimers
of the P2P network either via a well known Web page, a configu-
ration file, or some history mechanism [2, 5]. They then pizie
subset of these as possible neighbors either randomly ftigsed
on some degree of performance measurement [18]. If the ohose
neighbor cannot serve the new node it might redirect the rozsle n
by supplying an alternative list of P2P members.

Instead of the P2P node choosing neighbors independemgly, t
ISP can offer a service, which we call tioeacle that ranks the
potential neighbors according to certain metrics. Thikiragncan
be seen as the ISP expressing preference for certain P2ibpesg
Possible coarse-grained distance metrics are:

e inside/outside of the AS
e number of AS hops according to the BGP path [13]

e distance to the edge of the AS according to the IGP met-
ric [13]
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according to:

e geographical information such as: same point of presence
(PoP), same city

e performance information such as: expected delay, bantwidt

e link congestion (traffic engineering)

This ranking can then be used by the P2P node to select a gloseb
neighbor although there is no obligation.

The benefit to P2P nodes of all overlays is multifold: (1) tdey
not have to measure the path performance themselves; (23dine
take advantage of the knowledge of the ISP; (3) they can ¢kpec
proved performance in the sense of low latency and high timput
as bottlenecks [11] can be avoided. That P2P networks béayefit

Different P2P systems have to measure the path performancejncreasing traffic locality has also been shown by Bindahkf21]

for the case of BitTorrent.

The benefit to the ISPs is that they can influence the neighbor-
hood selection process of the P2P network to, e.g., enscaditio
of traffic flows and therefore again have the ability to mantge
flow of their traffic. This will also allow them to provide bettser-
vice to their customers and ensure fairness for other aifits
like Web traffic, etc. Besides, the ISPs will gain cost adagas,
by reducing costs for traffic that leaves their internal roety

As the ability to control/manage its traffic is crucial to thger-
ating costs of every ISP, we expect that the benefit accruiny f
this ability will outweigh the potential risks of providingn or-
acle, namely that the oracle exposes some information aheut
ISP topology and the network performance. As the oracleeserv
only needs to roughly rank the IP nodes, it does not need &atev
more information about its network than can anyhow be ieférr
by reverse-engineering the ISP network via measureme8s}s [2

The oracle is available tall overlay networks. One does neither
need nor want to use a separate oracle for each P2P netwark. Fu
thermore, as an open service, it can be queried by any appfica
and is not limited to file-sharing systems. Hence, queryfirgara-
cle does not necessarily imply participation in file shasggtems.
This should limit the desirability of the oracle logs to, .ethe mu-
sic industry. Moreover the P2P system could permute, &g last
byte of the IP addresses it is interested in or use an anoayiwnz
service for querying the oracle.

Realizing an oracle service:
It may seem rather challenging to build such an oracle in & sca
able manner, but much more complicated services, e.g., BNS,
ready exist. The oracle service can be realized as a setlafateuol
servers within each ISP that can be queried using a UDP-Ipaised
tocol or run as a Web service. It can rely on a semi-statidodesta
with the ISP’s prefix and topology information. Updatingsttim-
formation should not impose any major overhead on the ISP.

While the oracle service is not yet offered by the ISPs, P2iegs0
have the chance of using a simple service to gain some of the or
acle benefits already using the “pWhols” service [24]. Ths s
vice is capable of satisfying 100,000 queries using stah&4s-
hardware [25] in less than one minute. It enables the P2P twode
retrieve information about possible P2P neighbors such@a#\s
and some geographic information. This information can then
used by the P2P node to bias its neighbor selection. Butyusel
ing the “pWhois” service only helps the P2P system. It dods no
enable the ISP to express its preference and therefore dbesn
able cooperation.
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Overview of Paper: connections to other peers within its AS so as to favor conktmun

To overcome the argument that biasing the neighborhoodtsmie cation within the AS, while connections to other ASes shdgd

process adversely affects the structural properties obtiezlay limited to avoid high communication costs and high updatgtso

topology one needs appropriate metrics. We propose métnics  as peers enter/leave the network.

evaluating the impact of using the oracle on the overlay dkage .

the underlay topology in Section 2 in addition to discussiog to 2.1.2 Hop count diameter

derive realistic topologies. Another parameter that should be small is the hop count deme
To evaluate the impact of using the oracle one should ideally of the overlay grapiH. The hop count diametdd of H is the

study P2P systems with many nodes over the Internet, a networ maximum over all pairg,q € P of the minimum length of a path

with many ASes and complex intra-AS topologies. Yet as the or (in terms of number of edges) fromto g in H. It is well-known

acle service is not yet offered by the ISPs we are confined-to us that any graph ofi nodes and degres has a hop count diameter

ing testlab facilities or simulators. Graph simulatorsi#eaus to of at least log_; n, and that dynamic overlay networks such as
explore large topologies as long as we focus purely on thehgra  variants of the de Bruijn graph [26] can get very close to lihiger
properties. Packet level simulators enable us to incotpdhe be- bound, a very nice property. However, even though the hoptcou
havior of an actual P2P system but limit the complexity of tie¢ diameter may be small, the AS diameter (i.e., the distantvedss

work that can be considered. Using testlab facility we canthe two P2P nodes when taking the underlying AS-gré&ptvith cost
actual P2P system code and therefore no longer require telritod functionc into account) can be very large.
Yet we again have to reduce the complexity of the network.

Accordingly we show in Section 3, relying on graph based sim- 2.1.3 AS diameter
ulations and measured Internet topologies, that the reguR2P The AS diameter oH is defined as the maximum over all pairs
overlays maintain their graph properties like small disanesmall p,q € P of the minimum cost of a path fromto g in P, where the

mean path length and node degree, but the densely connetted s ¢ost of a path is defined as the sum of the cost of its edgeslyldea
graphs are now local to the ISPs. To study the impact of biased e would like both the hop count diameter and the AS diameter t

neighbor selection on a real P2P network that implementats  pe a5 small as possible. Research in this direction was giedéy
routing, we run extensive simulations of the Gnutella protdn Plaxton et al. [27], and the (theoretically) best constarctoday
Section 4. These experiments help us to evaluate the effebtion is the LAND overlay network [28].
in P2P systems, and to study the impact of oracle on scajabild Surprisingly, the best AS diameter achievable when avgidin
traffic content localization. We find that the Gnutella taupes many P2P connections to other ASes can be better than tha®est
maintain their graph properties, the ISP now has the aiditi- diameter achievable when all P2P connections go to othes ASe
fluence the overlay topology, and the scalability and nexvpr- Consider the simple scenario in which the cost of a P2P edirwi
formance of Gnutella improves considerably. Then, in $ec§, the same AS is 0 and that between two different ASes is 1. leet th
tion 6, we summarize our findings and give an outlook on future of 5 peer to leave its AS. In scenario 1, the best possible A8
work. eter is log_, n (see our comments above). However, in scenario
2 one can achieve an AS diameter of justjog(n/(d — 1)). For
2. EVALUATION METHODOLOGY this, organize the peers into cliques of sike 1 within the ASes

(we assume that the number of peers in each AS is a multiple of
d —1). We can then view each clique as a node of dedred.. It

is possible to connect these nodes with a graph of diametse tb
logg_»(n/(d — 1)), giving the result above.

In this section, we first propose metrics for evaluating tifiece
tiveness of the idea of using an oracle which can also be wsed t
characterize overlay-underlay graphs in general. Theneseribe
how we derive representative topologies for our simulatifsom

the Internet AS topology. 2.1.4 Flow conductance

21 Metrics Having a small hop count diameter and AS diameter is not émoug
to ensure high network performance. A tree, for example heae
very low hop count and AS diameter. Yet, it is certainly nobad
P2P network, since one single faulty peer is sufficient tothat
network in half. Ideally, we would like to have a network tlist
well-connected so that it can withstand many faults and oater
traffic with low congestion. A standard measure for this hesrb
the expansion of a network. However, it seems that the eigrans
of a network cannot be approximated well. The best known-algo
rithm can only guarantee an approximation rati®¢f/logn) [29].
Therefore, we propose an alternative measure here thatlitbea
flow conductancef a network (which is related to the flow number
proposed in [30]).

Consider a directed netwoi® = (V,E) with edge bandwidths
2.1.1 Degree b:E — IRT. If E(v) is the set of edges leavinghen for every node
VeV, letb(v) = Jecg(v) b(€). Furthermore, for any subsetC vV
letb(U) = Syeu b(v). Next we consider the concurrent multicom-
modity flow problemMg with demandsl, = b(v) - b(w) /b(V) for
1in this paper a peer refers to a node of the P2P network andnot t €very pairv,w of nodes. That is, we consider the heavy-traffic sce-
a BGP peer. nario in which each node aims at injecting a flow into the syste

As a basic model for our investigations, we model the AS-grap
as a complete bi-directed grafih= (V,E) with a cost function
c: E — IRT associated with the edges. Every node represents an
AS, and for every paitu,V), let c(u,v) denote the overall cost of
routing a message from A&o ASv (which depends on the routing
policies of the ASes such a message may traverse).

Given a set of peetsP, let AS: P — V define how the peers are
mapped to the ASes attit P — IR™ denotes the bandwidth of the
Internet connections of the peers. The overlay network éafimy
the peers is given as a directed graph= (P,F) in which every
edge(p,q) € F has a cost of(ASp),ASq)). The graptH can be
characterized using several metrics.

The degreeof a peer is defined as the number of its outgoing
connections. Ideally, every peer should have a large nurober
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that is equal to its edge bandwidth, and the destinatiortsedlows
are weighted according to their bandwidth. Twv conductance
C measures how well the network can handle this scenario, & mo
formally, the flow conductance is equal to the inverse of dngdst
value ofA so that there is a feasible multicommodity flow solution
for the demanda dy in G. It is easy to show that for any network
G, 0< A <1, and the largeA is, the better is the network. As an
example, for uniform link bandwidths the flow conductancehef
n x n-mesh is®(1/n) and the flow conductance of the hypercube
of dimensiom is ©(1/logn).

Interestingly, one can significantly lower the number oéirAS

plex graph properties in reasonable time, we randomly supka
the AS-topology by keeping all level-1 ASes and their inbenec-
tions, and selecting a fraction of the level-2 and level-ZA&hile
keeping their proportion the same as in the original dataebie

we first select the level-2 ASes and keep their interconoesti
Only then do we select the level-3 ASes from among the ASés tha
are reachable in our subgraph.

Most level-1 ASes traditionally are expected to serve maoie ¢
tomers than level-2 and level-3 ASes [33, 34]. At the sametim
there are more level-3 than level-2 than level-1 ASes. Thas w
distribute the P2P clients among the ASes in the followindnad

edges without losing much on the flow conductance. Suppose wemanner: a P2P node has equal probability to pick an AS frorh eac

havem peers with bandwidtlo that can have a maximum degree
of d. Consider a class of networl@(n) of degreed and sizen
with monotonically increasing flow conductan€én). Connecting
them peers byG(m) gives a network with flow conductan€$m).
Suppose now that every peer can establish only one interdgg e
with bandwidthb/2, and the remaining bandwidth can be used for
intra-AS edges. In this case, let us organize the peers ligfioes

of sized — 1 within the ASes (we assumed that the number of peers
in each AS is a multiple ofl — 1) and interconnect the cliques so
that they formG(m/(d — 1)). Then it is not difficult to see that
the resulting network has a flow conductance 6{r3/(d — 1)).
Hence, compared to arbitrary networks we lose a factor ofcst m
two.

Summary:

level. This resultsina/A3: 1/3 : 1/3 split of the nodes among the
AS levels. This way a level-1 AS serves many more P2P nodes tha
alevel-3 AS. All the topologies used in our experiments Haeen
derived in this manner by randomly subsampling the AS tapplo
derived from the BGP table dumps. Indeed, sensitivity asiglgf

our results show that if we move more peers to level-2, |8u&aEes

the results improve even more.

3. OVERLAY /UNDERLAY GRAPH
PROPERTIES

In this section, we first evaluate how the use of the oraclagbs
the graph properties of the P2P overlay topology. Later,én-S
tions 4 and 5 we explore the interactions of the two routing- sy
tems, the impact of churn on the topology, and the benefitheof t

We propose measures that are useful for P2P systems and-our regracle for satisfying queries. For this purpose we in thisiea use

sults demonstrate that it is possible to have a highly laxablogy

with an AS diameter and a flow conductance that is comparable
to the best non-local topologies. Hence, worst-case cormaun
tion scenarios can be handled by local topologies (i.egltmies
with many intra-AS connections) essentially as well as hy-lozal
topologies. In addition, we expect local topologies to lrebfatter
cost-wise for serving P2P traffic in practice than non-ldogblo-
gies, which we aim to validate through experiments.

2.2 Simulation Topologies

The simulation results can be heavily influenced by the wpol
gies used. Hence, we make the basis for our simulations the cu
rent AS topology of the Internet [31, 32], as it can be derifredh
the BGP routing information. We use BGP data from more than
1,300 BGP observation points including those provided by RIPE
NCC, Routeviews, GEANT, and Abilene. This includes datarfro
more than 700 ASes as on November 13, 2005. Our dataset con
tains routes with 430,222 different AS-paths betweenz¥1 351
different AS-pairs. We derive an AS-level topology from th8-
paths. If two ASes are next to each other on a path, we assune th
they have an agreement to exchange data and are therefgte nei
bors. We are able to identify 5803 such edges. We identify level-

1 providers by starting with a small list of providers thag &nown

to be level-1. An AS is added to the list of level-1 providefs i
the resulting AS-subgraph between level-1 providers ispieta,
that is, we derive the AS-subgraph to be the largest cliqueSes
including our seed ASes. This results in the following 10 ASe
being referred to as level-1 providers: 174, 209, 701, 12994,
3356, 3549, 3561, 5511, 7018. While this list may not be cetepl
all found ASes are well-known level-1 providers. There ai@94
ASes that are neighbors of &vel - 1 provider, which we refer to
asl evel - 2. All other 13174 ASes are grouped together into the
classl evel - 3. We thus identify 21178 ASes in all.

As it is not known how many P2P nodes are in each AS, and we
may want to study smaller subsets to be able to compute the com
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a general graph simulator as it allows us to explore largeltsp
gies. Namely, we rely on a simulation environment, the Stibje
environment [35], that is very light-weight, such that wer¢an
experiments on large topologies with many P2P nodes.

The Subjects environment is developed for the design ofiyigh
robust distributed systems and provides us with supporoer-
ations on general overlay graphs. It is based on C++ and stensi
of three basic types of entities: subjects, objects, ara)/nedints.
Subjects are the base class for processes (that are usedleatem
nodes in the overlay network), objects are the base clagadsr
sages exchanged between subjects, and relay points aréwsed
the subjects in order to establish connections to each sthérat
objects can be exchanged. In our experiments, the Intelass c
spawns multiple AS classes, each of which then spawns a mumbe
of overlay node classes. These nodes then establish peasning
nections with each other by exchanging messages (objectd),
the relay points serve as an abstraction of network ports. \Wdy

these entities are set up ensures that subjects have a fitrolaam
who can send information to them so that the consent andatontr
principle can be strictly enforced.

For our evaluation we consider five graphs, each with 300 ASes
and 4372 P2P nodes, which results in an average @ hédes per
AS. Each graph consists of 4 level-1 ASes, 100 level-2 ASds an
196 level-3 ASes. We place 375 nodes within each level-1 AS, 1
nodes within each level-2 AS, and 7 nodes within each leve§3
Increasing the number of nodes in the level-2, level-3 ASdg o
helps our case.

We establish P2P neighbor relationships by randomly pickin
one of the P2P nodes and let it establish a neighborshipreithe

unbiased: to a single randomly chosen P2P node or
biased: to one from a list of candidates.

The unbiased case corresponds to a P2P protocol with aybitra
neighbor selection, while the biased case corresponds2B aéde
giving a list of potential neighbors to the oracle, and thacte
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helping it pick an optimal neighbor. We simulate the simpl&s
such oracles where it either chooses a neighbor within teeying
node’s AS if such a one is available, or a node from the neA®st
(considering AS hop distance). We experiment with diffegpes
of the oracle’s choice list.

We experimented with establishing from 1000 uptoGD neigh-
bor relationships in total. Given that for random graphs,ttiresh-
old for the number of edges to ensure connectivity isltimes
the numbem of nodes, it is not surprising that we need roughly

flow conductance for small graphs Being able to calculate the
conductance of smaller graphs only is not a big problem aase c
of Gnutella [15], we can calculate the conductance of thplycf
ultrapeers, which is naturally much smaller than the e@inetella
connectivity graph. We construct unbiased as well as bigsgths
with 10 nodes and 21 edges, respectively 18 nodes and 51.edges
Both graphs are generated on a topology with 6 ASes.

The expected flow conductance of the unbiased graph$@50
for the 10 node graph and3B3 for the 18 node graph (see Sec-

18,000 edges to ensure that the simulated graph is connected. Intion 2). We experimentally verify that both unbiased graphp-

creasing the number of edges beyond this number does najehan
the graph properties noticeably. Accordingly, we concdgtion
results for 20000 peerings.

We run four experiments for each of the five AS graphs where the
oracle is used for each neighbor relationship with canditists of
length 1, 10, 50, 100, 200, 375, resulting in 120 experimextge
that a list length of 1 corresponds to the unbiased case. &hdts
we obtained are as follows.

Structural properties:

First, we check whether the overlay graphs remain connessied)
biased neighbor selection. In principle it is possible thae to a
heavy bias, the graph disintegrates into disconnected apemis
which are themselves well connected. We experimentallifyer
that all resulting graphs remain connected, thereby noaatipg
the reachability of the overlay graph.

The next question is if the mean degree of the P2P nodes change
We find that the mean degree value of38 of an unbiased graph
changes to 8 in biased graphs with list size 200, see Figure 1(a).
The small change in node degree implies that we do not affiect t
structural properties of the overlay graph seriously.

One may expect that our biased neighborhood selectioreisese
the diameter and mean path length, as it prefers “closebighne
bors. Yet, in all experiments the hop count diameter of trerlay

graph stays at 7 or 8 hops and the AS diameter of the underlying

port a conductance of at leasb0Also, we find that the penalty for
the two biased graphs is less than a factor of 2. The 10 nodedbia
graph supports a flow conductance of at lea3t &Gnd the 18 node
graph, of at least.@5. We furthermore observe that subgraphs of
the biased graphs support a higher flow conductance whidh ind
cates that the connectivity within the ASes is good. Thig Wgly
result in a performance boost if the desired content can d¢etdd
within the proximity of the interested user. The localitylméased
graphs increases to 50% (for 10 nodes), respectively 80¢d&o
nodes) compared to 20% in the unbiased graphs.

4. SIMULATIONSWITH AN ACTUAL P2P
SYSTEM

In the previous section, we have seen that the results oédbias
neighbor selection on the graph properties of a generabzed
lay network as well as its correlation to the underlay graph a
promising. We now explore how a real P2P file sharing system
benefits from using the oracle using a packet level netwarkisi
lator [36]. For this purpose, we choose Gnutella, an ungirad
P2P file sharing system. In the following we first give an oiam
of the Gnutella protocol, then discuss how we realize it imithe
simulation framework, and then discuss the simulationpseid
our results.

AS graph stays at 5 hops. Neither does the average path length 4.1 Gnutella and SSFNet

the overlay graph increase significantly, see Figure 1(bgra@fore
we can conclude that the biased neighborhood selectionrimes
negatively impact the structural properties of the ovedegph.

L ocality in topology:

We find that locality in overlays improves significantly aptaed
by the average AS-distance of P2P neighbors. Figure 1(eysho
how the AS-distance improves with the ability of the P2P ntmxle
choose a nearby neighbor. A lower AS-distance should qoores
to lower latency. This is also reflected in the number of P2Bme
bor connections that stay within each of the ASes, see Fitfale
Without consulting the oracle, only 4% of the edges are ltcahy

of the ASes. The use of the oracle increases locality by afat7
from 697 to 5088 (in a total of 2000 peerings), even with a rather
short candidate list of length 10. With a candidate list afj 200,
more than half of the edges, 59%, stay within the AS. We fint tha
the effects are even more pronounced for smaller networkss T
demonstrates how much the oracle increases the abilityeoAsh
to keep traffic within its network and with a refined oracle &ttbr
manage the P2P traffic. These results also indicate the bémefi
the user, as traffic within the AS is less likely to encountetmmork
bottlenecks than inter-AS traffic.

Flow conductance:

The remaining question is if the network maintains its &pitd
route traffic with low congestion. Since the run time requieats
of our algorithm for computing a lower bound for the flow con-
ductance of a graph ©(n*), we can currently only estimate the
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Gnutella [15] is a popular file-sharing network with about 2-m
lion users [12, 37]. Moreover it is an open-source systemgchvh
has attracted a healthy interest from researchers, €73.38 39].
The Gnutella network is comprised of agents called seryerite
can initiate as well as serve requests for resources. Whenlad,

a servent searches for other peers to connect to by sendifa He
like Pi ng messages. Thei ng messages are answeredRgng
messages, which contain address and shared resource atifamm
The search queries are flooded within the Gnutella netwairkgus
Quer y messages, and answeredfuer yHi t messages. To limit
flooding Gnutella uses TTL (time to live) and message IDs.hEac
answer messag€)ier yHi t /Pong) traverses the reverse path of
the corresponding trigger message. While the negotiatadfictis
carried within the set of connected Gnutella nodes, theahdaia
exchange of resources takes place outside the Gnutellares-
ing the HTTP protocol. Due to scalability problems, new ia@rs

of Gnutella take advantage of a hierarchical design in whinhe
servents are elevated to ultrapeers, while others becahadees.
Each leaf node connects to a small number of ultrapeersewhil
each ultrapeer maintains a large number of neighbors, ot u
peers and leafs. To further improve performance and to disge
abuse, th®i ng/Pong protocol underwent semantic changes. An-
swers toPi ngs are cached (Pong caching) and too freqiémtgs

or repeateduer ys may cause termination of connection.

2Meanwhile, we have found a way to reduce the complexity

to O(n?logn) and work on computing the conductance of larger
graphs is continuing.
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Figure 1: Error plots showing comparison of metricswith increasing size of Oraclelist.

We have coded the Gnutella protocol within the packet level
network simulator SSFNet [40]. The Scalable Simulatiomiea
work (SSF) [36] is an open standard for simulating large and-c
plex networks. Written in Java, it supports discrete-esimiula-
tions. SSF Network models (SSFNet) are Java models of differ
ent network entities, built to achieve realistic multi-feol, multi-
domain Internet modeling and simulation at and above thedRet
level of detail. These entities include Internet protodike IP,
TCP, UDP, BGP and OSPF, network elements like hosts, rquters
links, and LANSs, and their various support classes. The ogtw
topologies are defined using the Domain Modeling Language
(DML), and the SSFNet class instances autonomously coefigur
and instantiate themselves by querying these DML configarat
files. The coding for the lower layers of the IP stack is thus pr
vided by SSFNet, while we implement the Gnutella protocaias
SSFNet application [40].

We modify the neighbor selection procedure of Gnutella ke ta
advantage of the oracle [41]. Normally, when a Gnutella reate
nects to the network, it gets a list of popular Gnutella node a
dresses in its Hostcache [42], which is a locally maintaiGedtella
hosts list, typically containing a few hundred IP addressEke
node chooses a random subset of the Hostcache, and intBiates
tella peerings with these selected nodes. We modify thisguhore
so that the Gnutella node sends the contents of its Hostdéishe
of IP addresses) to the oracle, which then picks a node wiktgn
querying node’s AS if it exists, or a random node otherwishe T
node then establishes a Gnutella peering with this oraefeped
node. This way, we influence the neighborhood selection ot&ia
network, to choose a peer within the AS if it exists. Moreavben
a Gnutella node receives query results for its search régjues
again consults the oracle to select the nearest node frormvitho
then downloads the file content.

4.2 Simulation setup

The topologies are derived using the methodology explained
Section 2.2. The network consists of a total of 25 ASes and 100
nodes. More specifically it consists of 1 level-1 AS, 8 le2ékSes
and 16 level-3 ASes. We place 360 nodes within the level-1 AS,
40 nodes within each level-2 AS, and 20 nodes within each-&ve
AS. Within each AS, all the nodes are connected in a star dggol
to an intra-AS router. Each node in level-1 AS has a 1 Gbit nekw
interface, each node in level-2 AS has a 100 Mbit networkfate,
while each node in level-3 AS has a 10 Mbit network interfaldee
links between level-l and level-2 ASes have a delay of 2 mslewh
the links between level-2 and level-3 ASes have a delay of 40 m
Each AS has 2 routers, one for the intra-AS node connectaons,
one for the inter-AS connections between different ASesisTtve
have a topology with 25 ASes, 50 routers and 1000 nodes rgnnin
the Gnutella protocol.

Each leaf node can have between 2 to 4 connections to ultra-
peers, while each ultrapeer initiates at least 10 connextimother
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Gnutella nodes itself, and stops accepting incoming cdiorec
from other nodes, once it is connected to 45 nodes, be théy lea
or ultrapeers. Each node shares between 0 and 100 filestratyifo
distributed.

To take churn in P2P systems into account, each node remains
online for a minimum of 1 and a maximum of 1500 seconds. Once
a node goes off-line, it may become online again after a tiensgd
between 1 to 300 seconds. For a start, we take these timelpaso
uniformly distributed but we are in the process of migratimgiore
precise distributions, as recently revealed in [39]. Femtiore, a
leaf node must be online for at least 600 seconds before gexe
as an ultrapeer. At any given point of time in our simulations
find that 20— 25% nodes are off-line and a quarter of the online
nodes are functioning as ultrapeers.

We ran multiple simulations for arbitrary lengths of timedan
found that the startup phase of the simulation lasts for 8660
seconds. After 5000 seconds of simulation time, the summary
statistics do not show significant changes. Therefore weotun
simulations for 5000 seconds.

4.3 Results

We first analyze the Gnutella network graph according to the
metrics explained in Section 2, followed by an evaluatiosahe
Gnutella specific metrics like scalability of network, nuenkof
messages exchanged, localization of file content exchamjj@ia
sualization of topology.

We run three different experiments on five different topglog
stances with roughly the same number of search queries @&nd th
following parameters for the Gnutella nodes:

e Cache size = 1000, without oracle
e Cache size = 100, with oracle for neighbor selection
e Cache size = 1000, with oracle for neighbor selection

Note that in our implementation, each Gnutella node sengls th
contents of its Hostcache to the oracle, which ranks theofi$P
addresses according to proximity from the querying nodettier
words, the above three cases correspond to experimentenaite
list size of 1, 100, and 1000 respectively. The success ddt®e
search queries are similar.

To explore the influence of consulting the oracle on the nekwo
topology we visualize, in Figure 2 [41], the Gnutella ovgrapol-
ogy, for the unbiased case and the biased case with oraicsizis
1000. At a particular instant in time, we sample the Gnuteler-
lay topology, display all the online nodes in the graph, avid j
two nodes with an edge if there exists a Gnutella peering dtw
them at this point of time. Then, using the visualizatiorrdity
yWorks [44], we convert both the graphs into a structuredanahi-
cal format. The resulting graph structures are displayédgare 2.

3This is more aggressive as compared to other studies, €8], [
which assume that only half the nodes churn.
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We can easily observe that the Gnutella topology in the Hiaase
is well correlated with the Internet AS topology, where tlueles
within an AS form a dense cluster, with only a few connectigos
ing to nodes in other ASes. This is in stark contrast to theassl
Gnutella graph, where no such property can be observed.

value less than 1, it implies that most of the Gnutella pegriare
indeed within the ASes, i.e., they are not crossing AS boriesla
This can be a major relief for ISPs, as they do not incur any-add
tional cost for traffic within their domains. Also traffic thdoes
not leave the network is easier to manage. Moreover, P2fctraf

To analyze how churn influences the metrics such as node de-will not encounter inter-ISP bottlenecks.

gree, path length, diameter and number of intra-AS peeriwgs
sample the Gnutella network 10 times during the simulatiom r
i.e., every 500 seconds. The results are shown in Figure 3i-Mu
ple runs of the above experiments, using different worldtogies
yield similar results.

Graph connectivity:

We begin by checking whether the Gnutella network graph nema
connected using biased neighbor selection. We define theeinu
network graph at a particular time instant as the graph fdrine
nodes that are online at that instant, where two nodes arected
by an edge if there exists a Gnutella connection between #tem
that instant. We experimentally verify that the Gnutellawark

Intra-AS P2P connections:

The above observations on AS distance are even better toolers
from the plots in Figure 3(e) and (f), where we show the totathn
ber of intra-AS P2P connections in the Gnutella network asra p
centage of the total number of intra- and inter-AS P2P cotmores,
for both leafs and ultrapeers.

In Figure 3(e), we observe that in the case of leaf nodesadaki
the average over the 10 time points, the percentage of ASr@2P
connections increases from.6%6 in unbiased case to 8B% in
the case of oracle with list size 100. For oracle with lisesif00,
we note an average of 2% intra-AS P2P connections.

In Figure 3(f), we observe similar results for ultrapeersheT

remains connected at all 10 times where we sample the network percentage of intra-AS P2P connections increases fromerage

for all three cases. Hence, biased neighbor selection duedfact
the connectivity of Gnutella network.

Mean Node Degree:
Since ultrapeers have a much larger node degree than leas nod

value of 1454% in the unbiased case t0.88% in the case of ora-
cle with list size 100, and further to 86% in case of oracle with
list size 1000.

The percentage increase in intra-AS P2P connections isrlarg
for leaf nodes as compared to ultrapeers, a welcome develupm

show, in Figure 3(a) and (b), how the mean node degree changespne needs a certain number of inter-AS connections, to aiaint

over time in a barplot for all three cases separately foapkers
and leaf nodes. This enables us to check if a biased neiglebor s
lection affects the structural properties of Gnutella asely. We
observe that the mean node degree for leafs decreasesightyysl
across time, with a maximum decrease frorh43to 208 at 3500
seconds. The same is the case for ultrapeers, where the oraxim
decrease is from 189 to 1075, again at 3500 seconds. In other
words, despite biasing the neighbor selection via the erable
node degree for both leafs and ultrapeers stays within thectad
range, and the network structure of Gnutella remains urggdtin

Graph diameter:

The diameter of the overlay graph, which is-'F hops in the unbi-
ased case, increases te-8 hops with a oracle size of 100, only a
nominal increase. Using an oracle with list size of 1000 lteso

a diameter between-712 hops, with an average of@ The AS
diameter of the underlay graph remains is 4 hops in all cases.

Mean Overlay path length:

The average path length in the Gnutella overlay, shown in Fig
ure 3(c), while registering an increase, does not changgfisig
cantly. The maximum increase occurs at 3500 seconds, fr3f 3
in the unbiased case toA hops in the biased case with oracle list
size of 1000.

Mean ASdistance:

The benefits of using an oracle for biasing the neighborhood i
Gnutella are visible in Figure 3(d), which shows the averA§e
distance (in the underlay) between any two connected Gautel
nodes. The AS distance is obtained as follows. We map eac
Gnutella node’s IP address to its parent AS, and for eacHayer

edge, we find the network distance in AS hops between the two
end-nodes. We observe that the least amount of decrease in th

average AS distance occurs fron93 to Q8 at 1000 seconds, and
the maximum decrease fron®4 to 025 happens at 5000 seconds.
Given that the AS diameter remains constant at 4 hops, thhegee

decrease of 45 in the AS distance is significant. Besides, as the

average AS distance in the case of oracle list size of 100@% @
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network connectivity and to be able to search for file contkat
may not be available within an AS. However, as leaf node<aflyi
have poor connectivity to the Internet, and have lower ugsinit
is reasonable to have leaf nodes keep most of their peeriitlggw
their AS, while allowing the ultrapeers to have slightly maon-
nections outside their ASes.

Overall, we observe that the results for the metrics corsparin
Gnutella simulations are in conformity with the graph-tshsenu-
lation results in Section 3.

Scalability of Gnutdlla:

In order to quantify the impact of biased neighborhood dilac

on the scalability of the Gnutella network, we measure th@-nu

ber of Gnutella messages generated in the entire netwarlglifo
the three cases. The negotiation traffic in many P2P systiéms |

Gnutella represents a large portion of the total P2P tra38§.[In

Table 1, we show the number of each type of Gnutella message

(Pi ng, Pong, Query andQuer yHi t ) generated during the en-

tire simulation run. Note that the number of unique messages

erated is about the same in all the three cases. However, ahen

Pi ng or Query is generated by a node, and flooded tanitseigh-

bors, the message is countedimes. Hence, the table shows the

total number of messages exchanged between Gnutella nodes.
As we can observe, the number Bf ng messages decreases

from 7.6 million in the unbiased case to 4 million in the case of

oracle with list size 1000. Even more significant is the réidunc

of Pong messages, from 7 million to 39 million messages. The
hQJery and Quer yHi t messages also register similar improve-
ments. This reduction d?i ng/ Pong messages by a factor of 2,
and search queries by a factor of almost 3 proves that thatsligl
of Gnutella network improves significantly with biased riggr-
hood selection.

The reason for this reduction in message volume is as follows
Even though the node degrees are largely unchanged, thie orac
helps in building an efficient overlay topology. As the noétasn
a dense cluster within an AS with very few inter-AS connatiio
caching of messages ensures that messages are floodedsulthin
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@ Unbiased Gnutella

" (b) Gnutella with Oracle

Figure 2: Visualization of Gnutella overlay topology

Gnutella Unbiased Biased, Biased,
Message Type || Gnutella | cache100 | cache 1000
Ping 7.6M 6.1M 4.0M
Pong 75.5M 59.0M 39.1M
Query 6.3M 4.0M 2.3M
QueryHit 3.5M 2.9M 1.9M

Table 1. Number of exchanged Gnutella message types

networks very efficiently, by traversing lesser overlay $iophich
is reflected in Table 1. Thus information is propagated wagser
message hops, lower delays and reduced network overhead.

L ocalization of content exchange:

The negotiation traffic traverses within the set of conmGautella
nodes, but the actual file content exchange happens outside t
Gnutella network, using the standard HTTP protocol. Whema-G
tellanode gets multipl@uer yHi t s for its search query, it chooses

a node randomly and initiates an HTTP session with it to down-
load the desired file content. Since the file content is oftdkyb

it is prudent to localize this traffic as well, as it relatesedtly to
user experience. In the above experiments, we use the dmacle
bias only the neighborhood selection. In other words, wheade
comes online, it consults the oracle and sends connectéprests

to an oracle-recommended node selected from its Hostcaltive:
ever, while choosing a node from tlaer yHi t s, it so far did not
consult the oracle. We now analyse how much of the file content
exchange remains local in this case and how much one canfgain i
one consults the oracle again at this stage.

We observe that the intra-AS file exchange, which 86in the
unbiased case, improves slightly t@% in case of oracle with list
size 100, and to 102% in case of oracle with list size 1000.

We then further modify the neighborhood selection, so that a
node consults the oracle again at the file-exchange statgethve
list of nodes from whom it gets tHauer yHi t s. After this change,
we notice that 467% of the file transfers now occur within an AS.
In other words, 34% of file content, which is otherwise aJa#zat
a node within the querying node’s AS, was previously dowdézh
from a node outside the querying node’s AS.
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This leads us to conclude that consulting the oracle forhimig
hood selection, during bootstrapping stage as well as fiteange
stage, leads to significant increase in localization of Paffid.

5. TESTLAB EXPERIMENTS

After extensive simulations on general overlay graphs and-G
tella system, we now confirm these results by modifying Pntd,
namely Gnutella, to take advantage of the oracle serviceciona
troled setting, a Testlab.

Using 5 routers, 6 switches, and 15 computers, we configure
four different 5-AS topologies: ring, star, tree and randaoresh.
Each router is connected to 3 machines, and each machin&runs
instances of Gnutella software, where one is an ultrapeeitian
other two are leaf nodes. Thus, we have a network of 45 Gautell
nodes, each running the GTK-Gnutella software [45]. A roige
taken as an abstraction of an AS boundary.

We modify the source code of the Gnutella nodes, so that when
a node wishes to join the network, it sends the contents bfott-
cache to the oracle. The Hostcache of each node is filled with a
random subset of the network nodes’ IP addresses. The dsaxle
central machine accessible to all Gnutella nodes, and mgrihie
oracle’s neighbor selection algorithm. When it gets a lfdfoad-
dresses from a node, it ranks the list according to AS hoparttis.
Hence, the Gnutella node joins another node within its ASiths
a node is present in its Hostcache, else it joins a node fr@am th
nearest AS.

We experiment with two schemes of file distribution. In thé un
form scheme, each node shares 6 files each. In the varialdmsch
each ultrapeer shares 12 files, half the leaf nodes shares &#ith,
and the remaining leaf nodes share no content. We thus héve 27
unique files with real content.

We run two sets of experiments: unbiased Gnutella and Qautel
using oracle. We generate 45 unique search strings, onefbr e
node, and allow each node to flood its search query in the net-
work. Each node searches for the same query string in both the
experiments. We then calculate the total numbeQoéry and
Quer yHi t messages exchanged in the network and analyze whe-
ther biased neighbor selection leads to any unsuccessifiiérao
search which was otherwise successful in unbiased Gnutélia
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Figure 3: Plots showing comparison of metricsin Gnutella simulations

experimentally verify that alQuer ys that are satisfied in unbiased clients on Planetlab nodes. The Bittorrent client will aadbshe
Gnutella network, are also satisfied in the biased Gnuteliaork. oracle once it gets the node list from the tracker. Altexedyithe
We find, as predicted by the simulations, that with biasednei tracker may consult the oracle, to keep its list of Bittotreades
bor selection, the number @uer y andQuer yHi t messages de-  sorted according to distance from the querying nodes.

creases (60% reduction @uery, 12% reduction iQuer yHi t) As more of the P2P traffic is localized within an ISP the avail-

and that the messages tend to stay within the ASes. able bandwidth may increase as it is no longer capped by te pe
ing links [10]. This could lead to a usage increase which im tu

6. SUMMARY AND FUTURE WORK may again complicate the traffic engineering problem. Yetne

this situation can be addressed by the oracle, as it canhak&P
topology and its bottlenecks into account when trying tckrére
possible P2P clients.

In a next step we plan to design simple, provably good, and ex-
perimentally well-behaved distributed algorithms for Pa#gh-
borhood selection that take full advantage of such an aragle
want to experiment with recent revelations of user behavimd
file sharing distributions (e.g. [38, 39]) in SSFNet, andalgsh
to compare the performance of oracle with latency-basetpots
for neighbor selection. Computing the flow conductance afda
graphs, and exploring its relationship with lower resitietio churn
is another task. An important issue that we intend to ingesti is
the trade-off between locality and congestion. Certaitflgtrict
locality is enforced (i.e., a file is always retrieved frone ttlosest
peer), there are situations where peers can encounter adriges-
tion. Hence, flexible schemes are needed that will fetch fiiea
nearby peers if there is no congestion and otherwise wilichntd
more remote peers. This will eventually enable us to devalibye-
oretical model to investigate the question, what is thenogkievel
of locality for an overlay system.

P2P systems build their overlay topology largely agnosdtithe
Internet underlay. To overcome this, we propose to use arieora
hosted by the ISPs, so that ISPs and P2P users can cooperate fo
proved performance. Such an oracle can be queried by P2B node
while choosing neighbors or while deciding from whom to dewn
load content and it will rank the possible neighbors of thergu
ing node according to a locality indication. We propose mstr
to evaluate the effectiveness of using an oracle and shawutha
ing the oracle allows the overlay topologies to maintaingtegph
properties like small diameter, small mean path lengthsreou®
degree, while at the same time, tremendously increasingribe
work locality (lesser mean AS distance, larger number ohiitS
peerings). Even the ability of the network to route arbitraaf-
fic patterns with low congestion, while reduced, is stillsemable.
These results along with results on improved scalability aat-
work performance are obtained relying on graph based stioof
packet level simulation of an actual P2P system, as well psréex
ments with a modified P2P client in a testlab.

We are in the process of experimenting with the oracle scheme
in Planetlab to increase the scale of our experiments arebtatte
interactions of the modified P2P clients with unmodified oW
have realized the oracle as a Web server, which relies onantign
database and are in the process of installing Gnutella aihalEint
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