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Abstract When creating differentiation with levels of dropepedence,

Current work in the IETF aims at providing service differen-p.aCketS within an application data stream may get tagged with
tiation on the Internet. One proposal is to provide loss di1‘fer-d'fferent drop precedence levels depending on whether they are

entiation by assigning levels of drop precedence to IP packet§OnSideredn or out of profile. For AF, it is required that pack-

In this paper, we evaluate the active queue management (AQI\ﬁ}S within an application data stream tagged with different drop

mechanisms RED In and Out (RIO) and Weighted RED ecedence levels are not reordered by routers. Packet reorder-

(WRED) in providing levels of drop precedence under di1‘feren(f1g can reduce the performance of TCP and real-time applica-

loads. For low drop precedence traffic, RIO and WRED can b lons using UDP.
configured to offer sheltering (i.e., low drop precedence traffic Moreover, for AF, it is required that the levels of drop prece-
is protected from losses caused by higher drop precedendience are ordered so that for levels x <y <gzyR®) < Pyopy)
traffic). However, if traffic control fails or is inaccurate, such <= Puoi(2)". Within this order, AF leaves freedom in further
configurations can cause starvation of traffic at high droptuning drop precedence proliétes. For example, drops can be
precedence levels. Configuring WRED to instead offer relativétrictly given to high precedence traffic so that.fz) ap-
differentiation can eliminate the risk of starvation. However,proaches 1 before any packets at other levels are dropped, or
WRED cannot, without reconfiguration, both offer shelteringdrop probabilities can be relatively distributed amongcer
when low drop precedence traffic is properly controlled anddence levels, etc. To characterize queuing mechanisms offering
avoid starvation at overload of low drop precedence traffic. Tomultiple levels of drop mcedence, we introduce two properties,
achieve this, we propose a new AQM mechanism, WRED wighelteringandload-tolerance
Thresholds (WRT). The benefit of WRT is that, without recon-\e denote a drop precedence level as sheltered if traffic loads
figuration, it offers sheltering when low drop precedence trafficat higher precedence levels only have minor effects on the loss-
is properly controlled and relative differentiation otherwise. rate experienced by traffic at this level. Téteelteringproperty
We present simulations showing that WRT has these propertiefolds for a queuing mechanism if it offers such protection for
1. Introduction traffic at one or more precedence levels. Sheltering is justified
- ) ~ by requirements for predictability. When sheltering is provided,
The traditional Internet architecture offers best-effort servic@he network can be provisioned and traffic profiles can be de-
only. The Internet community has recognized the importance Gfned to offer users a predictable service for thieitraffic. As
simplicity in forwarding mechanisms, but also that a singley traffic is sheltered, the aggregated amounouwftraffic in
service may not be enough to support the wide range of appline network will only have minor effects on the predictability of
cations on the Internet. The Internet Engineering Task Forcgych service. However, if traffic control fails or is inaccurate,

(IETF) is therefore designing architectural extensions to enablgneltering can cause starvation of highexcedence traffic.
service differentiation on the Internet. The Differentiated Serv-

ices (DiffServ) architecture [[R] includes mechanisms for
differentiated forwarding.

The load-toleranceproperty holds for a differentiating queu-
ing mechanism if it meets the following two requirements at

_ _ overload:
One proposed mechanism for DiffServ is to assign levels of

drop precedence to IP packets. This mechanism is included n
the Assured Forwarding (AF) per-hop behavior (PHB) group
[12]. AF can be used to offer differentiation among rate adap-
tive applications that respond to packet loss, e.g., applications
using TCP. The traffic of each user is tagged as Heimgout  « Preserve hierarchy among drop precedence levels

of their service profiles. Packets taggedimsprofile are as- Traffic at a drop precedence level must always experience
signed lower drop precedence than those taggeditasf pro- less drop probability than traffic at a higher dropgedence
file. In addition, a packet within a user’s profile may be tagged level. As mentioned above, this is also a requirement for AF.
with one out of several levels of drop precedence. For now,

there are three levels of drop precedence specified for AF.

Prevent starvation of high drop precedence traffic

High drop precedence traffic must always get a useful share
of the bandwidth available (i.e., even if low droggedence
traffic is not properly controlled).

! Purop(X) is the drop probability for traffic at precedence level x.



Load-tolerance can be justified by recommendations for the |n this paper we evaluate the appropriateness of two AQM
DiffServ architecture. Preventing long-term starvation of bestmechanisms, RIO [4] and WRED [5], in providing sheltering
effort traffic (normally given the Default PHB) is advocated in under different loads. In section 3.3, we show that RIO and
[2]. The DiffServ architecture allows packets initially tagged for RED can be configured to offer sheltering. Then, however,
the Default PHB to be re-tagged with another PHB. Re-tagginghese mechanisms can cause starvation of higher deme-pr
best-effort traffic with a high drop precedence level within andence traffic if there is an overload of low drop precedence

AF class makes it possible to explicitly control the relation intraffic, i.e., with such configuration they cannot meet our re-
treatment betweemut traffic and best-effort traffic. This is quirements for load-tolerance.
appealing since prioritized traffién( and out traffic together) IP section 3.4.1, we show that WRED can meet our require-
fraa:ﬁtchel? EZS%LJ;F;TT;%?SV%L% lc;)eettt:(;r';:l(:‘?ézgni;ﬂ;ar;ebest-effcrﬁents for load-tolerance when configured to offer a relative
' - . : parat.edifferentiation. Relative differentiation means, in this context,
queue to avoid starvation, such a guarantee is harder to prowdﬁ:].at traffic at a drop precedence level experiences a loss-rate
Services sheltering traffic and guaranteeing equal or better defined in relation to the loss-rate experienced by traffic at
treatment than best-effort can be constructed with a differentanother precedence level. Next, in section 3.4.2, we show that
ating queuing mechanism that does not by itself prevent starv®|O can be configured to prevent starvation, but then a hierar-
tion. Then, to protect best-effort traffic against long-term starchy among precedence levels cannot be guaranteed under peri-
vation, one must however rely on accurate contrah tfaffic. ods of overload. That is, traffic tagged with a low drop prece-
In the context of DiffServ, traffic control based on either dy-dence level may experience a larger loss-rate than traffic at a
namic admission control or statistically allocated service prohigher precedence level. Such a confagian of RIO is there-

files has been discussed. Dynamic admission control is likely tfpre not advisable.

be adequate in protecting best-effort traffic against long-term Since neither RIO nor WRED can meet our requirements for
starvation. It may not however protect against transient starvapad-tolerance when providing sheltering, we propose a new
tion. This is because the traffic control may fail due to inaccCUAQM mechanism, WRED with Thresholds (WRT). The benefit
racies in admission control and topology changes. Some ISR$ WRT is that, without reconfiguration, it offers sheltering if
may accept transient staiion, but others may consider it im- jow drop precedence traffic is properly controlled anldtiee
portant to avoid. differentiation otherwise. Thus, WRT meets our requirements

For statistically allocated, destination-independent, servicéor load-tolerance. We examine the load-tolerance of WRT
profiles, longer periods of overload may be encountered at tdhrough simulations. With these simulations, WRT is compared
pology changes or for destinations that suddenly become mowéth RIO and WRED to show that WRT can offer the same
attractive than expected. Consequently, traffic control based diifferentiation as these mechanisms. Moreover, simulations
such service profiles may not be adequate in protecting begtvaluating properties of WRT when used to construct services
effort traffic against either long-term or transient starvation. ~ are provided.

The objective of this work is to show that a drop differentiat- Load-tolerant and conditional sheltering queuing mechanisms
ing queuing mechanism can be designed to offer shelterimg if are appealing for constructing predictable end-to-end services
traffic is properly controlled (i.econditionalsheltering) and to that guarantee users equal or better service than users of the
meet our requirements for load-tolerance if traffic control failsbest-effort service. The load-tolerance property allows traffic
or is inaccurate. With these properties, traffic control need ngtontrol to be less conservative in considering rare network fail-
be accurate to protect high precedence traffic against long-terdies, as a relative differentiation is a minimum guarantee, and
starvation. Statistically allocated, destination-independentiraffic with higher drop precedenceil\wnot be starved. Al-
service profiles can then be used without risking long-term ofhough services are discussed in this paper, we do not focus on
transient starvation of high @redence traffic. Moreover, con- construction of end-to-end services. Our main contribution is
ditional sheltering and load-tolerance can be appealing to avoi#tat we show how an AQM mechanism can be designed to
transient starvation when dynamic admission control is used. Provide both conditional sheltering and load-tolerance.

Multiple levels of drop pecedence can be created with an The rest of this paper is structured as follows: In section 2,
AQM mechanism applied to a FIFO queue. An atipg prop- related work is discussed. Section 3 discusses basic properties of
erty of FIFO queues is that packets are forwarded in the sanfé€QM using Random Early Detection (RED) as an example.
order as they arrive. Thus, packet reordering is avoidedlhen, the applicability of WRED and RIO for offering differen-
Moreover, FIFO queues are suitable for high-speed links sindéable levels of drop grcedence is discussed. In section 4, a new
they can be implemented efficiently. queue mechanism, WRT, is proposed. In section 5, we present

simulations to evaluate the basic properties of WRT. Section 6
discusses some implications WRT might have on end-to-end
service construction. Finally, in section 7 we summarize our
major findings.



2. Related Work 3. Active Queue Management (AQM)

Differentiation in IP networks can be created with queue WRED and RIO are two AQM mechanisms designed to pro-
management mechanisms, scheduling mechanisms using mulde multiple levels of drop prcedence. They are both exten-
tiple queues, or combinations of those. Multiple queues mayions of RED. In this section, we describe RED (section 3.1),
however, cause packet reordering. As pointed out in section RIO and WRED (section 3.2). Section 3.3 discusses the risk of
reordering of packets within an application data stream shoulstarvation when offeringsheltering with WRED or RIO. In
be avoided when creating differentiation between levels of dropection 3.4, we examine these mechanisms’ ability to meet our
precedence. For this reason, we do not considétipheuqueue  requirements for load-tolerance (as defined in section 1) when
schemes in this paper. offering relative differentiation.

WRED and RIO, which we evaluate in this paper, are twa3.1 Random Early Detection (RED)

AQM mechanisms designed to offer ltple levels of drop  Rep was originally proposed in 1993 by Floyd and Jacobson
precedence. Another AQM mechanism that could be extendgg) anq is now recommended for deployment in the Internet
to provide multiple IeveI; of drop medence Is Fair RED [10]. RED allows a router to drop packets before any queue
(FRED) .[18]' However, since FRED relies on per-flow infor- o0qmeq saturated. Consequently, congestion responsive flows
matiorf, it can be expected to need more memory and Procesgs| pack-off early resulting in shorter average queue lengths.
ing than 5|mpler_ mechanisms such as _WRED and RIQ' FoFhis is appealing for several reasons. First, the queuing delay
gueuing me(':h'an]sms, memory consumption and processing 9Q/§ﬁl decrease, which is good for interactive applications. Sec-
should be minimized. In this paper, we present a new sheltenrghd, packet drops will not occur in bursts. RED achieves this by

AQM mechanism and'shovx'/ that iF meets our requirements.fo&ropping packets with a certain probability depending on the
load-tolerance (as defined in section 1). This new mechanis erage queue length (avg_gl in Figure 1).

does not use any per-flow information. Since we can provide the
differentiation we are aiming for without per-flow information, drop probability
we do not evaluate FRED in this paper. 1.0+

Within the IETF, there are works in progress evaluating dif-
ferent issues of the DiffServ architecture with simulations. On¢yay
issue studied is how to prevent unresponsive UDP traffic from avg_ql
getting more than its fair share of the unreserved bandwidth in min_th max_th
an AF class [12]. In [14] and [15], the need for two or three_. .
levels of drop precedence to solve this issue is studied. Moreg-Igure 1 The RED mechanism.
ver, in [16] different assignments of three dropgadence 3.2 Weighted RED and RED In and Out
levels to unresponsive UDP and responsive TCP traffic are WRED [5], defined and implemented by Cisco, and RIO, pro-
studied to evaluate this issue of fairness. Another issue studigfbsed and evaluated with simulations by Clark and Fang [4],
is how to achieve fairness among flows within an AF class. Agre two AQM mechanisms defined for service difféiagion in
new tagging algorithm, the fair marker, is presented and evalyp networks. They are both based on RED and offer differentia-
ated with simulations in [17]. tion by managing drop precedence.

None of the above-referred works study the aspect of load-with WRED, eight separate levels of drop precedence can be
tolerance, which this paper is focused on. Those works implicsupported. Each of these levels is configured with a separate set
itly presume that traffic at a sheltered dropeqedence level is of RED parameters (see Figure 2). RIO, on the other hand, has
forwarded Separately from best-effort traffic. This can, for eX-0n|y two sets of RED parameters. Hence, in its basic version,
ample, be achieved with separate queues for sheltered and begjo levels of drop preference are supported, i.e., one level for

effort traffic respectively. Some ISPs may prefer such solutionspackets tagged ais profile and another level for packets tagged
However, forwarding best-effort traffic separately from priori- asout of profile.

tized traffic {(n andout traffic together) implies thatut traffic -~
may get treated different to best-effort traffic. Moreover, with drop probability
separate queues, this difference is hard to control. Our work 1.0+

shows that traffic at a sheltered precedence level can be fc~
max_p(7

warded in the same queue as best-effort traffic without risking,
starvation of high drop pcedence traffic. This enables an ex-
plicit control of the relation in treatment betweaut traffic and '
best-effort traffic, which can be beneficial. For example, with an™MaX_P(O avg q|>
explicit control of this relation, prioritized traffian( and out ; , :

traffic together) can be guaranteed equal or better treatment min_th(7) max_th(7). . . min_th(0) max_th(0)
than best-effort traffic. Figure 2 The WRED mechanism.

2 per-flow states are kept for flows present in the queue.



The main difference between WRED and RIO is that WRED3.3.1 Sheltering with WRED
usesone average queue length to calculate drop probabilities \y;ip WRED, sheltering is offered with parameter settings
while RIO usedwo average queue lengths. WRED calculates it%atisfying the following two rules:
average queue length (avg_qgl) based on all packets present in
the queue. RIO does that too but, in addition, it calculates a @)
separate average queue length for packets in the queue tagged(2) max_th(n) < min_th(n-1) (=1, ...,7)

asin profile (avg_gl_in), see Figure 3. where lowem means lower drop precedence.

Recommendations on how WRED and RIO should be param-The setting of the max_p(#)s does not affect the sheltering. A
eterized can be found in [4] and [5] respectively. With the recgonfiguration satisfying rules (1) and (2) is shown in Figure 2.
ommended setting of WRED, a relative differentiation is ob-gatisfying these rules is needed to prevent uncontrolled traffic
tained. The recommended setting of RIO provides shelteringyt higher drop precedence levels from causing more than occa-
We do not, however, stick to these recommendations in OUional losses to traffic at lower precedence levels. For example,
evaluation of these mechanisms. To examine whether RIO Q[ncontrolled traffic at precedence lewale can be expected to
WRED can be configured to provide sheltering and meet ouggse avg_gl to eeed max_tfl) with a few packets (or bytes)
requirements .for load-tolerance, we need to consider any posg; short pEriods. Hence, sgtting max_th(0) and/or min_#(0)
ble configuration of these mechanisms. max_th(1) would allow traffic at pcedence levedne to cause

The parameter settings given in sections 3.3 and 3.4, whergore than occasional losses to traffic at precedence Zevel
creations of sheltered and relative differentiation respectivelyhis would break the sheltering of precedence |leesd

are d|scuss¢d shoulq b'e seen as rough recommenda'tlon_s- Ajiith a configuration satisfying rules (1) and (2), sheltering of
pointed out in [13], finding an optimal RED configuration is raffic at precedence levels 0 to 6 is offered. However, to avoid
non-trivial. starvation of traffic at drop pcedence level 7, gvgl must not

-~ exceed max_{(7) for any longer period (which must be ensured
by traffic control applied to traffic at precedence levels 0 o 6)
In general, to prevent starvation of traffic at drogpgadence
level n+1, traffic control applied to traffic at drop precedence
max_p_ i _ level n must ensure that avg_qgl does naeed max_th(n+1) (n
- avg_ql_mb =0, ..., 6). Hence, WRED cannot meet our first requirement for
min_th_in  max_th_in load-tolerance when configured to provide sheltering.

-~ 3.3.2 Sheltering with RIO

drop probability Since RIO uses a separate average queue length for packets
tagged asn profile, it offers sheltering with any configuration.
However, max_th_in should be set equal to or larger than
max_th_out. Otherwise, traffic taggediagrofile may experi-
avg_q‘ ence a higher loss-rate than traffic taggedwf profile. This
would break the hierarchy between precedence levels (i.e., if the
level forin packets is to provide lower drop precedence than the
Figure 3 The RIO mechanism. level for out packets). Such configuration is not advisable since
3.3 Creating Sheltering it cannot meet our second requirement for load-tolerance, which
also is a requirement for AF.

max_th(n) < max_th(n-1) , and

drop probability
1.0+

1.0

max_p_ou

min_th_out max_th_out

We denote a drop precedence levestaateredf traffic loads
at higher precedence levels only have minor effects on the loss-1he configuration of RIO shown in Figure 3 offers sheltering
rate experienced by traffic at this level. Hence, this loss-rate ca@'d preserves the hierarchy. With this kind of configuration,
be limited by controlling traffic at the sheltered level only (i.e.,Starvation of high drop pcedence trafficaut traffic) can how-

traffic at other drop precedence levels need not be controlled). €ver occur if low precedence traffim (traffic) is not properly

In this section, we show that neither WRED nor RIO Cancontrolled. With RIO, this control has to ensure that avg_gl

: ! does not exceed max_th _out for any longer period. Conse-
meet our requirements for load-tolerance when configured tauently RIO cannot meet our first requirement for load-
provide shelteringWith these mechanisms, trafflc at a ghel- lerance when configured to preserve a hierarchy between drop
tered level has to be properly controlled to avoid starvation o recedence levels
higher drop precedence traffic and to ensure that a hierarchy is '

preserved between precedence levels.

® Traffic at precedence level 0 may cause avg_ql to exceed max_thO
with a few packets (or bytes). That would however not cause starva-
tion of that traffic since avg_gl will shrink below max_th(0) when
packets at that precedence level get dropped.



3.4 Creating Relative Diff erentiation 3.4.2 Relative Differentiation with RIO

We consider two precedence levels torektive differenti- RIO cannot be configured to offer relative differentiation.
ated when traffic at these levels experiences a definable relatidrhis is because RIO uses a separate variable (avg_gl_in) to
in loss-rates. If, sayR is the loss-rate offered by drop prece- calculate the probability, ;P of dropping an arriving packet
dence level andR; is the loss-rate offered by drop precedencetagged asn profile. This separate variable does not contain any
level j when traffic is present at both these levels. Then thénformation about the amount of packets taggeoduasf profile

relation in loss-rates betweenepedence leveisandj, fori <j, present in the queue. The calculation gfdan therefore not be
can be specified as: related with the probability & of dropping the packet if it had
() R<k+I*R been tagged asut of profile.
or as: 4. Definition of a Load-tolerant AQM Mechanism
4 R=k+I*R i,j=1...N In this section, we define a new AQM mechanism that, with-

out reconfiguration, offers sheltering when low dropgedence

_ traffic is properly controlled and relative differentiation other-
WRED can meet the requirements for |oad-tolerance WheQ/ise. This new mechanism, Weighted RED with Thresholds

configured to offer relative differentiation among dropqa- WRT), is designed by combining RIO with WRED. However,

dence levels. This is described in section 3.4.1. Section 3.4t o presenting WRT, we define another mechanism, named

shows that RIO is unable to offer relative differentiation. load-tolerant RIO (ItRIO), which is a special case of WRT.

3.4.1 Relative Differentiation with WRED 4.1 Definition of Load-tol erant RIO (ItRIO)

Relative differentiation is offered by WRED if all max_th(#)s \ye adopt, from RIO, the idea of calculating two separate av-
are set equally. The differentiation offered then depends on ﬂ?rage queue lengths. However, instead of discarding packets
settings of min_th(#)s and max_p(#)s. These parameters shoqgigged asn profile when avg_ql_in @eeds max_th_in (Figure
be set to ensure a hierarchy between the levels of drop preo\%-, these packets are treated as if they were_tafggedutaﬁ
dence. That is, traffic at low drop precedence levels should, ?Jtrofile. When avg_gl_in @eeds th_in, we use @wl (i.e., the

any average queue length longer than min_th(7), experiencgerage queue length for all packets present in the queue) to
lower drop probability than traffic at highergmedence levels. make drop decisions fdn packets. Note that a decision of

4 treatingin packets as if they were taggedoas of profile is for
one queue only. That is, packets taggethgwofile are not re-
tagged asut of profile.

max_p(1 To avoid starvation, max_th_in must be set lower than
max_th_out. This configuration provides sheltering as long as

wherek and| are constants.

h
drop probability
1.0+

max_p(0) avg_qgl_in does not erked min_th_in. If ay_gl_in does eseed
avg_qI> max_th_in, the AQM mechanismilivbehave as RED (i.e.,
min_th(1) max_th(1) there will be no differentiation).
min_th(0) max_th(0)

Note that, for ItRIO, calculating a separate average queue
Figure 4 WRED configured to offer a relative differentiation. ength forin packets is necessary to shelter those packets from

With the setting of WRED shown in Figure 4, traffic a¢qe- packets tagged amit of profile. That is, .to ensure that pack-
: : ets do not suffer from more than occasional packet losses caused
dence levelzero will, when avg_gl egeeds the min_{#)s,

experience less loss-rate compared to traffic at precedence Ie\%{l overlo_a(.j_of traffic tagged_ @it of profile.
onein times of congestion. An exact relation in loss-rates be4.2 Definition of WRED with Thresholds (WRT)

tween traffic at different levels of drop precedence cannot how- with ItRIO, packets are dropped using RED parameters cou-

ever be guaranteed with WRED (i.e., the difference in Ioss-ratqged to the average queue |ength for botlandout packets in

can be larger or less than expected). This is because WRERe queue. Thus, to perform random congestion signaling, RED

uses the average queue length (avg_gl) to differentiate betwegArameters coupled to avg_gl_in are netessarily needed. At

precedence levels. This variabléllwary over time with the overload, these parameters can however be used to perform

arrival-rate of packets. For example, if traffic at a drop precerandomearly congestion signaling fan traffic.

drop precedence levels can be less than expected Dependinget‘(ca)cnad ff"m more than occaspnal losses caused by overload of
' Al traffic as long as avg_gl_in does notead these thresh-

traffic characteristics, the relation in loss-rates between a pair Ads. This is appealing when constructing services guaranteeing
drop precedence levels can also be larger than expected.

_ _ - _ _ in traffic very low loss-rates. Since we consider such services,
An approach to improve the predictability of relations in losswe chose to reduce the number of parameters present in I[tRIO

rates is to keep backlogs on previous drops for each precedenggusing a single threshold instead of a set of RED parameters
level. This approach is described and evaluated in [19]. to make drop decisions fam traffic.



Since ItRIO does not offer any differentiation when avg_ql_inThe implementation has basically the same complexity as an
exceeds max_th_in, the hierarchy among precedence levels miayplementation of RI¢)

get broken. One way to preserve the hierarchy when this hapyyhenever needed, WRT can be extended to support more lev-
pens is to switch from sheltered to relative differentiation. els of drop precedence. Hence, WRT can be usegpfmg the
As discussed in the previous section, WRED provides relativAF PHB group in the IETF DiffServ framework. For AF, three

differentiation when all max_th(#)s are set equally. Thus, wéevels of drop precedence are specifigd]. To support three
combine [tRIO with WRED to get this property in our new precedence levels, WRT can be extended with one more thresh-
AQM mechanism. For this mechanism, we do atbw the old associated with an additional average queue length. In this
max_th(#)s to be set separately from each other. This is becauszse, the average queue length for the lowest precedence level is
such setting may cause starvation of traffic at high drepepr calculated based on packets tagged with that level only. Next,
dence levels. the average queue length for the middle level is calculated

The combined scheme, WRT (Figure 5), provides relativd@sed on packets tagged with that level and packets tagged. with
differentiation between N levels of drop epedence when the lowest precedence level. &ily, an average queue length is
avg_ql_in exeeds th_in. That is, when gugl_in exeeds calculated for all packets present in the queue.
th_in, avg_ql is (as for ItRIO) used to make drop decisions for When the average queue length for the lowest precedence
in packets. However, in contrast to ItRIO, differently tagged level exceeds the threshold asated with this level, packets at
packets can be relatively treated to each other andtioacket. this level are treated as if they were tagged with the middle
The relative differentiation is configured with the min_th(#)slevel. When both the average queue length for the lowest level
and the max_p(#)s parameters. and the average queue length for the middle level exceeds their

thresholds, a relative differentiation between the thresesr

- dence levels is provided. The relative differentiation depends on

drop probability how the min_th(#) and max_p(#) are configured for each of
1.0+ these levels and the current traffic load.
max_p_out The threshold for the lowest precedence level must be set to a
m - in equal or lower value than the threshold for the middle level.
ax_p_! avg_ql> This is because the order at which the thresholds are set defines
min_th_in  max_th the order in priqrity betvyeen the precedence levels. We recom-
min_th_out mend the following configuration rules for a WRT queue with
N levels of drop precedence:
do not drop any use the above-depicted « th_(0)sth (D)< ... <th (N-1) < max_th
packets tagged€——% mechanism for packets — T T = -
as in profile tagged as in profile « max_p(0) < max_p(1) < ... <max_p(N)
th in avg_gl_in o all min_th(#)s set equally and larger than th_(N-1)
B o The first two rules are to achieve a hierarchy between prece-
Figure 5 The WRT mechanism. dence levels. Setting all min_th(#)s equally creates a relative
for each packet arrival _ differentiation that offers a fixed relation for any avg_qgl be-
%alﬁulate I?VQ__ql and(?vg_ql_m; _ tween the value of these parameters and max_th. Moreover,
! ti?g\?gc §|t > tf%ﬁein as n when low precedence traffic is properly controlleditisg
if min_th_in < avg_gl < max_th min_th(#)s larger than th_1 gives traffic atepedence level
calculate probability Pin; zeroa gqueue space equal to min_th(#)s — th_1 before any packet
elsgvilggfénhij;ozpr;héi F:ﬁCket at that level has to be dropped. Hence, that traffic can be given
drop this packet — a useful share of the bandwidth.
else if the packet is tagged as out 5. Simulations
if min_th_out < avg_gl < max_th .
Iculat bability Pout; . . . . .
Sv?tﬁup?)l?t,p&cr)ostHsypa?:uket Iln this sizcltlon, Wed present r;s,lmulan:)ns testing thg Ioac:]-
else if avg_ql >= max_th tolerance of ItRIO and WRT. The simulations are made wit
drop this packet the network simulator(ns) [11]. The simulation setup is de-

. scribed in section 5.1. Using this setup, we validate that ItRIO

Figure 6 The pseudo-code of WRT. can offer the same differentiation as RIO and that WRT can
In this paper we only use two precedence levels, which areffer the same differentiation as WRED (section 5.2).

called thein and out level respectively. Figure 6 shows how

WRT, with two levels of drop precedence, can be implemented.

4 An efficient implementation of an AQM mechanism should use
integer arithmetic and a background process to make operations that
do not need to be made as part of the forwarding process.



To evaluate the behavior of these mechanisms when con-A time sliding window (TSW) rate estimator [4] is used for
structing services, we study how the differentiation offeredeach of the ten hosts to tag packetinggrofile up to a certain
depends on the amount of traffic taggediraprofile (section rate. Thus, one service profile is applied for all ten TCP con-
5.3). Next, we identify, for a specific traffic load, topology and nections at every single host. The TSW rate estimator calcu-
two configurations, the maximum load iof traffic for which  lates, upon each packet arrival, the average rate for packets that
sheltering can be preserved (section 5.4). Thereafter, we stuttpve arrived over a period. By tagging packetswf profile
the behavior of RIO, ItRIO and WRT when the loadnofraffic ~ when the average rate exceeds daderthreshold, the bursti-
is gradually increased to @ed the maximum load of traffic ness of TCP packets taggedmagrofile is smoothed out.
for one of these configurations (section 5.5). Finally, we sum-

- : X X As discussed in [4], there are two different approaches to how
marize the simulations (section 5.6).

packets can be tagged based on the rate estimated with TSW.

5.1 Simulation Setup The first approach is more general and can be applied to aggre-
In the simulations, a simple topology with ten hosts (SO __gated TCP traffic as well as to individual TCP connections. The
S9) connecting to their respective destinations (RO, ..., R9) vi§econd approach should only be applied to individual connec-

one common link is used. This link is a bottleneck of 30 Mbpgions but is then more effective if the estimator is placed close to
with 20 ms delay (Figure 7). The AQM mechanisms evaluated® Sending host. Since we apply the estimator to an aggregate
are applied to the queue attached to the bottleneck link. Eadf ten TCP connections, the first approach is more appropriate
host has ten TCP Reno connections with their respective desfRr our simulations.

nation. The throughput for each of these TCP flows is measuredWith the first approach, the TSW window size should be set
over the time of 16 simulated seconds. Every simulation goe® a large value (i.e., in the order of a TCP saw tooth from 66 to
through an initiation phase of four simulated seconds befor&33 percent of the rate specified in the service profile). This is
measurements are initiated. This is to let the queue stabilizecommended in [4]. Too large a TSW window, the traffic
before the behavior of the AQM mechanisms we want to evaluagged asn profile can become burstier (e.g., bursts shorter
ate is observed. than the TSW window size may not be detected and packets

tagged as in profile may thus be burstier). On the other hand,
SO AQM RO too small a TSW window may cause the aggregate throughput
to be less than what is specified in the profile. For example, if
S1 R1 the rate at which an aggregate of TCP sources send packets
; varies with a period shorter than the TSW window. Then pack-
R1 R2 ' ets may be tagged ast of profile too often. This is because the
30 Mbps . rate estimated with a short TSW window varies more than it
20 ms . would with a larger TSW window. If those out packets get
s9 — » R9 dropped in the network, the aggregate rate of the TCP sources
TCP flows may not reach the target rate.

Consequently, the TSW window size may affect the through-
put experienced by individual TCP flows and thus the variation

During the time when throughput is measured, the aggregaig arrival-rate of packets tagged s profile. Unfortunately,
throughput is close to 30 Mbps in all simulations. The TCRhijs implies that there is a circular dependency between the
connections are initiated randomly within the first simulatediength in time of a saw tooth and the TSW window size. In
second. All these connections have the same RTT (40 ms plagdition, the length of a saw tooth will vary because packets get
queuing delay). With equal RTT for all connections, we avoidrandomly dropped in the network. An appropriate TSW win-
that connections with shorter RTT get higher throughput thagjow size for a certain TCP connection is therefore hard to
connections with longer RTT. Such differences in throughputhoose based on known parameters only. Thus, it might be
would make our evaluation of load-tolerance complicated. necessary to adapt the TSW window size based on real-time

Certainly, the traffic distribution used in our simulations doesmeasurement of each individual TCP flow. We do not, however,
not correspond to what recently has been observed on the Int&valuate the issue of adapting the TSW window size in this
net. To create a more realistic traffic scenario, a large amour@aper since it is focused on queuing mechanisms and not traffic
of short-lived TCP flows should be used in addition to long-conditioning.

lived TCP flows, some portion of UDP traffic will also be For all our simulations, the window size is set to 300 ms. This
needed, and the amount of traffic present should be varied ovggjue was chosen from the following calculatioAssume that
time with some heavy-tailed statistical distribution. Such ahe target rate of a certain TCP connection is set to 500 kbps. In
scenario would however make the load vary randomly due tgyr simulations, the RTT is 80 ms (including average queuing
the statistics used. Our simple traffic scenario enables us ¥elay) and the average packet size is 8000 bits. This TCP con-

control the load more accurately, which is needed to evaluaigection will then on average have five packets on the fly and an
load-tolerance.

Figure 7 The simulation setup.



average congestion window of five packets of Yabptimally, With the configuration used in Figure 8, TCP sources with
the number of packets on the fly and the size of the congestiarero-rate profiles are starved completely (i.e., they do not get
window will then vary between 1.33 * 5 and 0.66 * 5. Theany bandwidth since all their packets are dropped by the queu-
variation is thus 0.67 * 5 = 3.35 packets. Since TCP increaseésg mechanism). This implies that with these configurations,
its congestion window with at most one segment of®dfata  neither WRED nor RIO can meet our first requirement for load-
each RTT during congestion avoidance, the length in time of tolerance. For this simulation scenario and configuration of
TCP saw tooth is 3.35 * 0.08 = 0.268 s. WRED and RIO, these mechanisms behave equally (i.e., the
5.2 Properties of ItRIO and WRT average throughput for TCP sources with rate profiles is the

. . . 3ame for WRED and RIO).

In this section, the properties of ItRIO and WRT are evaluate i ) ) )
in comparison with RIO and WRED. Especially, we study the Although'the. conﬁgyratlon of RIO used for the simulation
differentiation these mechanisms offer during overload of traffid®"€Sented in Figure 8 is the one recommended, we also evaluate
tagged asn profile. To perform this evaluation, the average configuration for which RIO avoids starvation it traffic
throughput experienced by TCP sources sending all their packgonflguratlon 2 of RIO). Uqfortunately, this conﬂguraﬂon may
ets tagged ain profile is observed (i.e., these sources havedive lower loss-rates to high precedence traffic than to low
unlimited rate profiles). This is compared with the averagé)recedence traffic (i.e., the hierarchy among precedence Ie\{els
throughput experienced by other TCP sources sending all theff@y not be preserved). Figure 9 shows the results for RIO with
packets tagged asut of profile (i.e., sources with zero-rate this configuration together with the results for ItRIO.
profiles). The fraction of TCP sources with unlimited rate pro- RIO is, in this simulation, configured with max_th_in and
files is varied between 10 and 90 percent in steps of 10. Thmin_th_in set to 100 packets, max_th_out to 200 packets, and
results are plotted in graphs with the average throughput at tmein_th out to 100 packets. Hence, the value of max_p_in is not
y-axis and the fraction of sources with unlimited rate profile atelevant (since max_th_in and min_th_in are equal). The
the x-axis. Figure 8 shows the results for WRED and RIO whemax_p_out parameter is set to 5 percent. ItRIO has the same
configured to offer sheltering with the risk of starving high configuration (i.e., the parameters present in both these mecha-
precedence traffic at overload (configtion 1 of WRED and nisms are set equally). The th_in parameter in ItRIO is set to
RIO). 100 packets.

WRED is, in this simulation, configured with max_th(0) set !4 {RIO. unlimited rate orofiles <
to 200 packets, min_th(0) to 150 packets, max_th(1) to 10Q.  { - unlimited rate profiies

i ) ItRIQ, zero rate profiles -
packets, min_th(1) to 50 packets, max_p(0) and max_p(1) to § 1.2j\\ RIOc2, unlimited rate profiles -=-
percent. The parameters for the other six precedence levels aie RIOc¢2, zero rate profiles o

not relevant since only level zero and one are used (level one & 1.0
applied to traffic tagged &g profile and level zero to traffic =
' . . . o]
tagged asout of profile). RIO is configured equally (i.e., = 08F
max_th_in set to 200 packets, min_th in to 150 packetsg
max_th_out to 100 packets, min_th out to 50 packets‘a 0.6-

max_p_in and max_p_out to 5 percent). )
0 =4 v
3.0 :-é 0.45 P X |
RIOc1, unlimited rate profiles - o L
25 RIOc1, zero-rate profiles e %’J e S .
= WREDcl, unlimited rate profiles —— S 0.2 e T ey
WREDcl, zero-rate profiles —— <
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Figure 9 Throughput with ItRIO and RIO (configuration 2).

It can be seen in Figure 9 that ItRIO offers the same differen-
tiation as RIO when the number of flows with unlimited rate
profiles is less than 57 percent. Above that load, ItRIO behaves
as RED while RIO no longer preserves the hierarchy between
thein andout precedence levels. That is, for RIO, the loss-rates

s s @ s @ s s experienced by flows with unlimited rate profiles are higher
020 3 4 50 6 70 80 90 than the loss-rates experienced by traffic with zero-rate profiles.
Fraction of flows with unlimited profiles (percent) For ItRIO, loss-rates are approximately equal for traffic with
Figure 8 Throughput with WRED and RIO (configuration 1). unlimited rate profiles and traffic with zero-rate profiles. Thus,
ItRIO can offer sheltering without the risk of giving less quality
to traffic tagged aB profile than to high precedence traffic.

151 1

1.0 1

0.5 + 4

Average throughput per TCP flow (Mbps)

0

® (500 kbps * 0,080 s) / 8000 bits = 5 packets on the fly on average.
® One segment of data is equal to the payload of one packet.



Figure 10 shows the results for WRT and WRED configureccommon profile of 5 Mbps to ten percent of all TCP flows (i.e.,
to offer relative differentiation (configuration 2 of WRED). all flows from host S9). The sources with unlimited rate profiles
WRED is in this simulation configured with max_th(0) and vary between 0 and 80 percent. Hence, the graph in Figure 11
max_th(1) set to 200 packets, min_th(0) and min_th(1) to 10@oes from 0 to 90 percent of flows with rate profiles instead of
packets, max_p(1) to 5 percent, and max_p(0) to 4 percent. Aom 10 to 90 percent as in the previous graphs. This is to show
for the simulations presented in Figure 8, the parameters for tttke throughput the flows from S9 would have had if there was
other six precedence levels are not relevant. The parameters overload (i.e., there are no TCP sources with unlimited rate
present in both mechanisms are set to the same value. Theofiles). In this simulation, we use the same configuration of

max_th parameter in WRT is set to 100 packets. [tRIO as for the simulation presented in Figure 9.
1.4% 1.0
E \\ WRT, unlimited rate profiles --%-- 2 ool Unlimited rate profiles — |
S 120 WRIT, zero rate profiles R R & " Zero rate profiles -
% A WRED«c2, unlimited rate profiless —— § 5 Mbps rate profiles s
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Fraction of flows with unlimited profiles (percent) Fraction of flows with unlimited profiles (percent)

Figure 10 Throughput with WRT and WRED (configuration 2). Figure 11 ItRIO under severe overload.

In Figure 10 it can be seen that both WRED and WRT offer a Figure 11 shows how the average throughput experienced by
relative differentiation when the number of flows with unlim- the ten controlled TCP sources degrades with an increasing
ited rate profiles exceeds 50 percent. The average throughpotimber of flows using unlimited rate profiles. The controlled
per TCP flow experienced by flows with unlimited rate profilesTCP sources are those with a common rate profile of 5 Mbps. It
is higher that the average throughput experienced by flowsan be seen that a few uncontrolled TCP sources do not cause
using zero-rate profiles. That is, for WRT, the loss-rates experiany severe degradation in throughput experienced by the TCP
enced by flows with unlimited rate profiles are lower than thesources sharing the 5 Mbps profile. However, when the amount
loss-rates experienced by traffic with zero-rate profiles. Thi®f uncontrolled sources goes above 45 percent, there is no dif-
differentiation is the same as the one offered with WREDferentiation whatsoever.

When the number of flows with unlimited 'rate prlofi'les is 1€SS The rather gentle service degradation shown in Figure 11 pre-

than 50 percent, WRT offers the same differentiation as RIQ mes that the flows with unlimited rate profiles are responsive

and ItRIO. to network congestion signaling (i.e., packet drops). Unrespon-
Hence, with this particular configuration, WRT behaves assive applications can cause this degradation to be much more

RIO and ItRIO if the number of flows with unlimited rate pro- drastic.

files are less than 50 percent and otherwise as WRED. Thi§ 4 gandwidth Allocation Limits

means that WRT preserves the hierarchy between drop prece- ) .

dence levels at aIFI) load scenarios testei;. These obser)r\f)atior_léf5 mgntloned abpve, RIO ar_1d WRT o_ffer the same dlff_eren-

indicate that WRT offers sheltering when low precedence traffidation (i-e., sheltering) as RIO if avg_gl_in neveceads th_in

is properly controlled and relative differentiation otherwise. and the same differentiation (i.e., relative differentiation) as
P p. y L. . WRED otherwise. The question is then at which load differen-
5.3 Differentiat ion during O verload

tiation changes from being sheltered to being relative. To study

Allowing sources to have unlimited rate profiles represents athis issue, we have done a set of iterative simulations. Through
extreme situation of overload since the admission control preshese simulations, we find for two settings of ItRIO and three
ent is based only on the number of flows. We consider this aslaad scenarios (i.e., number of TCP flows with rate profiles) the
worst case scenario when control of the aggregated traffimaximum load ofn traffic that can be supported without caus-
tagged asn profile has failed completely. Simulations with this ing avg_gl_in to grow larger than th_in. The maximum load of
kind of overload provide an indication of how sensitive thein traffic is controlled by the aggregate TSW target rate. We
differentiation is to various amounts of TCP sources using undenote the maximum aggregate TSW target rate abahe-
limited rate profiles. To investigate this sensitivity, we apply awidth allocation limit



Besides varying the target rate in the TSW rate estimator, we 700
used the same configuration as in the simulation of ItRICZ
shown in Figure 9. Table 1 presents the maximum rates for w907
different settings of th_in, i.e., %2 and % of max_th (the max_tlé sool
parameter is set to 200 packets). For each of these settings, fye
have simulated three scenarios with 30, 40 and 50 percent of é'gl

400 30% prioritized flows; k

flows having rate profiles. g 5 Mbps rate profile ——
2 300 zero rate profiles - |
X E" N 50% prioritized flows;
th_in/max_th K& Ya g 5 Mbps rate profile -
; € 200 zero rate profiles =
Flows with rate g., 70% prioritized flows;
profiles (%) 30 40 50 30 40 50 5 | 5 Mbps rate profile —=— |
Maximu load z 100 zero rate profiles -~
XImu %>‘\‘1T\X
(Mbps) 14.04] 13.13| 14.35| 22.13| 24.11| 22.13 0 w : : s S W
(% of link speed) | 46.8 | 43.8 | 47.8 | 73.8 | 80.4 | 73.8 5 10 15 20 25 30 35
Bandwidth allocated (Mbps)

Table 1 Bandwidth allocation limits with ItRIO. Figure 12 RIO under limited overload (configuration 1).
Table 1 shows how the bandwidth allocation limit depends on

how th_in is set in relation to max_th (Figure 5). For these[e

simulations, setting th_in to % and % of max_th_out result in . . .
bandwidth allocation limit close to ¥ and % of the link speed?haile??gggggs;;r pe:gfi:Zav?;r:sder%plgeéhveviingt?sIztrlr?cr)]jﬁ t'\(l)?

respectively. Thoge rele}tlons cannot, however, be.expecteq Andwidth allocated was equal or less than 30 Mbps. However,
hold for any configuration of ItRIO and any possible traffic

o . Lo T he TCP sources with zero-rate profiles experienced very high
load. This is because the bandwidth allocation limit will depen oss-rates. When the amount of bandwidth allocated was 35

e s et 2 "o r o, the TP sorces wih et at profes i o
9 91 et any data through. Albut packets were then dropped.

exceeds th_in. Such things as the window size in the TSW ra%ence, our first requirement for load-tolerance is not met.

estimator, the configuration of the average queue length esR'/-\/ !
: : RED behaves equally as RIO when configured as for the
mator in theAQM mechanism (RIO, ItRIO or WRT), and traf imulation presented in Figure 8 (configuration 1 of WRED).

fic burstiness affect the variation of avg_qgl_in. Thus, the exact
limit can only be found with real-time measurements. Never- Figure 13 shows the results for RIO configured to not guar-
theless, our results indicate that a rough estimation of thantee low drop precedence traffic lower loss-rates (configura-
bandwidth allocation limit for a certain link can be made basedion 2 of RIO). This configuration is the same as in the simula-
on the configuration of ItRIO. tion presented in Figure 9.

In Figure 12, it can be seen that the average throughput of the
n TCP sources with a common rate profile of 5 Mbps is more

5.5 Load-tolerance of RIO, ItRIO and WRT _ 700 " 30% prioritized flows;
. . . z2 5M file ——
In this section, we study the behavior of RIO, ItRIO and WRT§ 600 | ,emb,fter?:o%z; ¢ e
when the load oin traffic (i.e., the amount dbandwidthallo- e 50% prioritized flows;
cateq is gradually increased toeeed the bandwidthllocation = 509 > Mibps rate peofile |
L . . . .. -9 zero rate profiles =
limit for one of these configurations (i.e., th_in is set to % ofC e

[
max_th). We examined the average throughput experienced 400+

10 TCP sources sharing a rate profileifotraffic of 5 Mbps in
comparison with TCP sources having zero-rate profiles.

The total amount of bandwidth allocated is varied between é
and 40 Mbps. Three sets of simulations were made with 30, 5§ 2001

W

<

<
T

ghput p&

and 70 TCP sources using rate profiles. That is, 10 TCP sourctg,h‘;s.1 ] 70% prioritized flows; |
share a rate profile of 5 Mbps and 20, 40 and 60 TCP sources "° :eﬁibgizzgfogﬁg:“e o
have rate profiles between a total of 0 and 35 Mbps. The other | ‘ ‘ ‘ ‘ ‘ ‘

60, 40 and 20 TCP sources have zero-rate profiles. 5 10 15 20 25 30 35 40

Figure 12 shows the results for RIO configured to offer shel- Bandywidth allocated (Mbps)

tering with the risk of starving high precedence traffic at overFigure 13 RIO under limited overload (configuration 2).

load (Configuration 1 of RlO) This is the same Configuration as |n Figure 13 it can be seen that, if the total amount of band-

the one used for the simulation presented in Figure 8. width allocated is less than 15 Mbps (i.e., ¥ the link speed), the
average throughput of the ten TCP sources with a common rate

" The expected average throughput of the ten TCP sources with a
common rate profile of five Mbps is 500 kbps (5000 / 10 = 500).



profile of 5 Mbps is more than 500 kbps. When more band- In Figure 15, it can be seen that WRT offers a similar differ-
width is allocated, the differentiation depends on the number antiation as RIO and ItRIO if the total amount of bandwidth
TCP sources having rate profiles. With 70 percent TCP sourcedlocated is less than 15 Mbps. However, while RIO fails in
having rate profiles, TCP sources with zero-rate profiles experipreserving the hierarchy among precedence levels (configura-
ence more throughput on average than the ten connectiotisn 2 of RIO, shown in Figure 9 and 13) and ItRIO behaves as
sharing a 5 Mbps rate profile (i.e., our second requirement foRED at high loads (Figure 9 and 14), WRT provides relative
load-tolerance is not met). This behavior can also be observatifferentiation when sheltering cannot be offered. This is also
in Figure 9. shown in Figure 10. RIO can be configured to preserve the

In Figure 14, the results for ItRIO are shown. The same corli€rarchy among precedence level, lout traffic may then
figuration of ItRIO as in the simulations presented in Figure guffer from starvation (configuration 1 of RIO, shown in Figure

is used. 8 and 12). Hence, WRT is the only queue mechanism of these

700 ‘ ‘ ‘ three that can meet our requirements for load-tolerance when
- ; 30% prioritized flows; supporting conditional sheltering.
2 N\ 5 Mbps rate profile —— . .
£ 600 zero rate profiles x| 5.6 Summary of Simulat ion Results
= 50% prioritized flows; . . .
g 0 5 Mbps rate profile x| We have shown that WRT offers, without reconfiguration,
= \ zerorate profiles = sheltering whenin traffic is properly controlled and relative
[_; 400 'S i differentiation otherwise. RIO can be configured to offer shel-
= b tering, but cannot offer relative differentiation with any con-
£ 300} figuration. WRED can offer relative differentiation with one
z N configuration and sheltering with another configuration.
= 2001 WRED cannot however offer both these kinds of differentia-
% . . ) )
S ol 70% prioritized flows; tions without reconfiguration.
Z 5 Mbps rate profile - The sheltering WRT offers is shown to be the same as for RIO

zero rate profiles  --o-- . _ e
0 ‘ ‘ ‘ ‘ ‘ ‘ when the amount dh traffic is controlled below a certain limit
5 10 15 20 25 30 35 40 and the relative differentiation is shown to be the same as for
Bandwidth allocated (Mbps) WRED.

Figure 14 ItRIO under limited overload. Our simulations indicate that the bandwidth allocation limit

By comparing Figures 13 and 14 it can be seen that ItRIO ofahen differentiation changes from sheltered to relative differ-
fers a similar differentiation as RIO with configuration 2 if the entiation can roughly be estimated based on the configuration of
total amount of bandwidth allocated is less than 15 Mbps. IWRT. However, the actual bandwidth that can be allocated will
addition, these two mechanisms offer a similar differentiation ifoe less if avg_gl_in has a non-negligible variation.
the number of TCP sources having rate profiles is 30 percent.
there are more than 50 percent or more of the TCP sources with
rate profiles, ItRIO behaves, as expected, as RED (i.e., no dif-In this paper, we introduce two propertieseltering and
ferentiation is offered). load-tolerance to characterize differentiating queuing mecha-

Finally, in Figure 15 the results for WRT are shown. Thenisms. We ShF?W that an A.QM mechanism can be dgsigned 0
same configuration of WRT as in the simulations presented ijuPPOrt conditional sheltering and load-tolerance without re-
Figure 10 is used. configuration.

w A load-tolerant and conditional sheltering queuing mecha-
nism is appealing for constructing predictable and advanta-

Service Construction

600/

a
2 7 geous end-to-end services. We say that a servieghianta-

z geousif it guarantees users equal or better service than users of
g 500 the best-effort serviéelf there is a high probability that users
= > of a service receive an expected throughput, we say that the
g 4001 3004 prioritized flows; R service ispredictable
= 5 Mbps rate profile —— \\‘F"""*”’\ilf‘,,/""“' - ] _ -
E 300 zerorateprofiles --x— 1 Predictable and advantageous services can be constructed with
= : a differentiating queuing mechanism that does not by itself
=] . B . . .
< - S CMR e R S T e revent starvation. Then, to protect best-effort traffic against
= 200 & R .

¥ 50% prioritized flows; 70% prioritized flows; qug-term starvation, one must however rely on accurate control
$ 100 5Mbps rate profile - 5 Mbps rate profile = 1 of in traffic.
- zero rate profiles  — - zero rate profiles -

0 L L L L L L
5 10 15 20 25 30 35 40
Bandwidth allocated (Mbps)

i imi 8 A discussion on how to guarantee equal or better service than best-

Figure 15 WRT under limited overload. g q

effort is provided in section 1.



Dynamic admission control is likely to be adequate in protemporary overload ah traffic until this condition is detected.
tecting best-effort traffic against long-term starvation. Statisti-Destination-independergervice profiles might be possible to
cally allocated service profiles may however not be adequate iallocate and change dynamically if service preemption can be
protecting best-effort traffic against neither long-term nor trantolerated. Temporary overloadiaftraffic is however still likely
sient starvation. to occur during the process of changing service profiles. Hence,

With a load-tolerant and conditional sheltering queuingalthough dynamic admission control is likely to protect best-

mechanism, statistically allocated service profiles can be usggfort traffic against long-term starvation, it may not protect this

for predictable and advantageous services without risking Iong{-raﬁic_ against transient congestion. Some ISPs may accept
ransient starvation, but others may consider it important to

term and/or transient starvation of best-effort traffic. Moreover,
transient congestion when using dynamic admission control ca’0id-
be avoided with such a mechanism. Using statistically allocatedWith a load-tolerant and conditional sheltering queuing
service profiles and dynamic admission control for predictablenechanism, both transient and long-term starvation is avoided.
and advantageous services are discussed in section 6.1 aBdnsequently, traffic control needs to be less conservative in
section 6.2 respectively. considering rare network failures (which may cause changes in
6.1 Statistically Allocated Service Profiles network routing topology). Less' conservative, pgrhaps meas-
urement-based, control mechanisms that dynamically allocate

For statistically allocateddestination-defined(i.e., service service profiles can increase the utilization of resources allo-

profiles defining specific hosts or stub-networks as destm""éated for predictable and advantageous services. The utilization

tions), service profiles, periods of overload may oceur if Netof these resources can be increased for both destination-defined

work routm'g tqpolggy changeg. Moreovgr, for sFatlstlca!Iy aIIo-and destination-independent service profiles.

cated, destination-independenti.e., service profiles defining

specific networks as destinations), service profiles, periods of. Conclusions

overload may be encountered for destinations that suddenly|, this paper we have evaluated the appropriateness of two

become more attractive than expected. AQM mechanisms, RIO [4] and WRED [5], in offering shel-
Since statistically allocated service profiles are likely to beering under different loads. A drop precedence level is said to

semi-staticallyallocated, it may take some time to re-allocatebe shelteredif traffic loads at higher precedence levels only

these profiles after a failure has been detected. Hence, wittave minor effects on the loss-rate experienced by traffic at this

statistically allocated service profiles, best-effort traffic cannotevel. Sheltering is justified by requirements for service predict-

be protected against long-term and transient starvation unleability. For this evaluation, we say that a differentiating queuing

the queuing mechanism is load-tolerant. mechanism idoad-tolerantif it can meet the following two

With a load-tolerant and conditional sheltering queuing'®duirements at overload:
mechanism, predictable and advantageous services can be cen-Prevent starvation of high drop precedence traffic
structed with statistically allocated service profiles without High drop precedence traffic must always get a useful share
risking long-term or transient starvation. For such services, of the bandwidth available (i.e., even if lonepedence traf-
both destination-defined and destination-independent service fic is not properly controlled).
profiles can be used. Rough estimationsdfaffic load, which |
can be verified with periodic measurements, are likely to be
sufficient for creating such services.

Preserve hierarchy among drop precedence levels
Traffic at a drop precedence level must always experience

less drop probability than traffic at a higher dropgedence
6.2 Dynamic Admission Control level.

With dynamic admission control, service requests are either Load-tolerance is appealing when using statistically allocated,
accepted or rejected dependent on whether free capacity is cfestination-independent, service profiles. Longer periods of
rently available or not. The amount of free capacity can be esverload may then be encountered at topology changes or for
timated from measurements and/or by comparing the totalestinations that suddenly become more attractive than ex-
service capacity and current service allocations. pected. Without load-tolerance, long-term starvation of high

When dynamic admission control is used, service profiles arBrecedence traffic may then occur. Avoiding long-term starva-
often allocated dynamically as well. Dynamic admission controfion of traffic at high drop precedence levels is desired when
and allocation of service profiles can be made by a control syest-effort traffic is forwarded at such levels. Forwarding best-
tem (e.g., a Bandwidth Broker [6] or a QoS agent [7][8]) or aeffort traffic with high drop precedence in the same queue as

signaling protocol (e.g., the Resource Reservation Protocdfaffic enables services guaranteeing equal or better treatment
(RSVP) [3)]). than best-effort.

For dynamically allocateddestination-definedservice pro- ~ We show, though simulations, that RIO and WRED cannot
files, the control system or the signaling protocol may fail inmeet our requirements for load-tolerance when configured to
adapting fast enough to Changes in network routing topo|ogy:_)ffer Sheltering. At Overload, RIO can Only meet one of the two
Moreover, if measurement based admission control is used, tfigduirements with one single configuration (i.e., with two dif-
control mechanism may accidentallgcapt traffic causing ferent kinds of configurations, RIO can meet both require-



ments). WRED can only meet the requirements if configured t¢o]
provide relative differentiation. Relative differentiation means, Gateways for Congestion AvoidanteEE/ACM Trans-
in this context, that traffic at a certain level experiences an  actions on Networking, August 1993.

average loss-rate defined in relation to the average Ioss-raltfo] Braden B. et al (1998Recommendations on Queue Man-
experienced by traffic at another level. agement and Congestion Avoidance in the IntelB&tF

As neither RIO nor WRED can offer sheltering and meet our RFC2309, April 1998.
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