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ABSTRACT
If ubiquitouslydeployed, IP Multicastpromisesto provide an ef-
ficient datagramservicefor an arbitrarysendinghost to reachan
arbitraryanddynamicsetof destinationhostsanywherein theIn-
ternet. Unfortunately, two very difficult problems—interdomain
multicastroutingandviableend-to-endmulticasttransport—have
yet to besolvedanddeployedsatisfactorily.

This paperproposesthat two existing but independentnetwork
mechanisms—theEXPRESSservicemodelandthenetwork com-
ponentof thePragmaticMulticastprotocol(PGM)—besynthesized
in aschemewecall theBreadcrumbForwardingService(BCFS)to
simultaneouslytackletheproblemsof interdomainmulticastrouting
andend-to-endreliablemulticast. Like EXPRESS,BCFSutilizes
explicit-sourcegroupjoin andlikePGM,enhancesthenetwork for-
wardingarchitecturewith finer-grainedgroupcontrol. In thispaper,
we detail BCFSservicemodelandroutermechanismsto support
theservice.To demonstratetheflexibility andefficiency of BCFS,
we describethe applicationexamplesbuilt on this servicemodel,
which canaccommodatenot only PGM andalsoa novel reliable
multicasttransportprotocol.

1. INTRODUCTION
Thecornerstoneof theInternet’sresoundingsuccessisarguablythe
end-to-enddesignprinciple [27], which saysthat a given system
functionshouldoperateatthelowestcommunicationlayerin which
it canbewholly andcorrectlyrealized.Whenappliedto network
design,anend-to-endphilosophynaturallyleadsto anarchitecture
wherefew constraintsareplaceduponthe network itself — e.g.,
thenetwork candrop,delay, replicate,andcorruptpackets— and
richer serviceslike reliable, sequenceddelivery are definedand
implementedat theedgeof thenetwork in an“endto end” fashion.
In theInternetarchitecture,theIP network layeroffersabesteffort
delivery serviceandrichertransportserviceslike TCParebuilt on
thisbest-effort IP service.

Thissplit betweenadeliberatelysimplenetwork layerandarich
transportlayernaturallyleadsto a robustandscalablesystem.Be-
causeso few presumptionsareplacedon the network, not only is
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suchanetwork relatively easyto engineeranddeploy atlargescale,
but end-to-endprotocolandapplicationdesignersmustconscien-
tiously accountfor theindeterminaciesof theunderlyingnetwork.
In effect, thebest-effort servicemodelcalibratesthedesigner’s ex-
pectationsfor an environmentlike the Internet,whereconsistent,
homogeneous,andhigh-performancecommunicationis often the
exceptionratherthantherule. Thus,theend-systemsoftwarethat
resultstendsto be robust, andasa consequence,the Internetasa
wholehascontinuedto scalegracefullydespiteanonslaughtof new
andevolvingconstituenttechnologiesthataredecentrallymanaged,
heterogeneous,andimbuedwith mixedlevelsof reliability.

Quite naturally, then,whenDeeringproposedIP Multicast [8]
— anenhancementof thetraditionalInternetarchitecturefor effi-
cientmultipointpacketdelivery— heverydeliberatelyappealedto
theend-to-enddesignprinciple. Like unicast,Deering’s multicast
servicemodelis besteffort andricherserviceslike reliability must
beimplementedin theend-hosts.Unfortunately, whereastheend-
to-endapproachhasenjoyed tremendoussuccessas the bedrock
of the unicastInternet,its adaptationto the multicasthascreated
two very difficult designproblemsthat have yet to be satisfacto-
rily solved: First, becausemulticastrouting is so morecomplex
thanits unicastcounterpart,a viableinterdomainmulticastrouting
protocolhasyet to be developed;and second,transportservices
like reliablemulticastare confoundedby the best-effort network
modelwherepacket dropscanimpactindeterminatesubsetsof the
receiver group. Despitemore thana decade’s worth of research,
a viableinterdomainmulticastroutinghasyet to materializeanda
reliablemulticasttransportprotocolthatofferscongestioncontrol
androbustandscalablebehavior remainsa researchproblem.

The failure of many and varied researchefforts to bear truly
viableend-to-endmulticasttransportprotocols[10, 33,17] or truly
viable wide-area,interdomainmulticast routing protocols[9, 1,
15] brings into questionwhetherthe proposedmulticastservice
modelis in fact the appropriatecorebuilding block. Noneof the
proposalsfor reliablemulticasthave satisfiedtherequirementsfor
“safe” deployment on the public Internet [19], e.g., is scalable,
robust, congestioncontrolled, accommodatesheterogeneity, and
so forth. Nor have the routing protocolsprovided the degreeof
control,stability, flexibility, robustness,andscalabilityrequiredby
serviceproviders to deploy themflexibly in the complex peering
relationshipsthatwill berequiredfor universaldeployment.

Reactingto this mixed success,several researchershave pro-
posedalternativemulticastservicemodels[11,23]. TheEXPRESS
servicemodel[11], for example,simplifiesmulticastservicemodel
throughadvocatinga model wherea multicast tree is rootedat
a singlesourceandreceiversexplicitly indicatethat sourcewhen
subscribingto amulticastchannel.In contrast,pragmaticmulticast
(PGM) [29] andgenericrouterassist(GRA) [5] attemptto tame



thecomplexity of multicasttransportby moving richerabstractions
into the� routing layer. This paperpositsthat perhapsthe bestof
bothworldscouldbehadby bothsimplifying themulticastservice
model with an explicit-senderconstraintand by simultaneously
augmentingthe router’s coremechanismswith the minimal func-
tionality necessaryto accomplishawiderangeof scalabletransport
abstractions.

Insteadof introducingtransport-aware mechanismsin the net-
work layerassuggestedby PGM andGRA, we believe theseser-
vicesareso fundamentalto a successfulmulticastservicethat the
essenceof thesetransportmechanismsshouldbeintegrateddirectly
intothenetwork-layer. At thesametime,themeritsof single-source
multicastshouldbe adoptedto tamethe complexity of multicast
routing. To do this, a network multicastlayer canbe developed
that is basedon an explicit-sourcesubscriptionmodel that is op-
timized with fast-join/leave anda label priority structurethat can
be effectively exploitedby transportabstractionsto build scalable
end-to-endmulticastprotocols.Our servicemodel,which we call
the BreadcrumbForwarding Service(BCFS),is a straightforward
synthesisof the EXPRESSservicemodel and the network-layer
pieceof PGM. The novelty hereis not so muchthe definition of
this new multicastserviceabstraction,but ratherthe supposition
that this combinationcould provide adequaterichnessfor the de-
velopmentof scalableend-to-endmulticasttransports,whilesimul-
taneouslyretainingenoughsimplicity to allow the deploymentof
sucha servicein the global Internet. Thoughwe obviously have
not demonstratedthisclaim definitively herein,we believe thatthe
approachis promisingandwarrantsfurtherinvestigationsbasedon
thepreliminaryresultsandproofsof conceptdevelopedthusfar.

To supportour hypothesis,we outlinea novel reliablemulticast
transportprotocol for bulk datatransfer, which we call Rainbow.
Ratherthanpresentcompletedetailsof Rainbow, which arepub-
lishedelsewhere[32], wesimplysketchtheoverall framework and
describehow Rainbow builds on BCFS lending evidenceto this
paper’s thesis. Unlike mostall otherreliablemulticastsincluding
PGM, which transmitdatausingthe normalIP multicastdelivery
servicethenrecover from lossesusingsomeothermechanisms,our
protocolis built exclusively upontheBCFSservicemodel,demon-
stratingtheviability of theservicemodelasagenericreplacement
for IP multicast. Also unlike previousworks,Rainbow includesa
congestioncontrolalgorithmthatis modeledafterthat in TCPand
thusprovides a viable solution for congestion-controlledreliable
multicast. In this approach,eachreceiver maintainsits own con-
gestionwindow andrunsslow-startandcongestionavoidance[13]
individually by driving theequivalentof theTCP“ack clock” with
breadcrumbrequests.To enhanceRainbow’s scalabilityandsup-
portasynchronousreceiversubscriptions,Rainbow utilizesaDigital
Fountain[4] at the sourceto temporallydecorrelatewhat datato
sendfrom whenit mustbesent.This approachallows receiversto
exerciseasynchronousandautonomousbehavior while simultane-
ously enjoying the performancebenefitof synchronousmulticast
communication.

Ourcorecontributionliesnotin theparticularprotocoldescribed
herein,which we continueto investigateandrefine,but ratherin
theoverall architectureandgeneraldirectionof theapproach.We
readilyadmitthatseveralpracticalengineeringissuesanddetailsfor
how BCFSwould be implementedareomittedfrom this first gen-
erationdesign.Wehave not implementedthis in a router, norhave
detailsof statemaintenanceat a routersandrequirementof mem-
ory andprocessorbeendiscussedyet. Justificationof Rainbow’s
efficiency also remainsfuture work. In a nutshell,BCFSbrings
togetherseveral novel protocolidiomsdescribedelsewhereinto a
new framework for multicastcommunicationthat not only repre-

sentsa viable methodfor deployment — asevidenceby Cisco’s
efforts in developinganddeploying PGM— but providesaservice
thatcanbesuccessfullyusedacrossawidevarietyof multicastap-
plicationsandprotocols.In additionto supportingRainbow, BCFS
caneffectively supporta variantof PGM and,asdescribedlater,
providesa supersetof theEXPRESSmulticastservicemodeland
thussharesmany of its attractiveproperties.While we believe this
approachshowspromise,wearenotarguingthatit is thedefinitive
answerto multicastroutingandtransport;rather, we acknowledge
thedifficulty andrichnessof theseproblemsandsimply claim that
the mechanismsdescribedhereinform the kernelof a numberof
interestingresearchinvestigationsto beconductedasfuturework.

In theremainderof thispaper, wediscusspreviousworksin the
next section. In section3, we detail the BCFSservicemodeland
routermechanismsto supportthemodel. In section4, severalap-
plicationexamplesincludingRainbow aredescribed.Weconclude
thepaperin section5.

2. PREVIOUS WORK
A fundamentalchallengeinherentin theoriginal IP Multicastser-
vice is the level of indirectionafforded by the group addressing
model,which requiredroutersanywherein the Internetto build a
treethat interconnectedmembersof a groupanywherein the In-
ternet. To avoid this complexity andallow the multicastsystem
to reusethe unicastrouting system,the EXPRESSservicemodel
abandonstheanonymity of theclassD groupaddress[11]. Instead,
EXPRESSadvocatesa modelwherea multicasttree is rootedat
a singlesourceandreceiversexplicitly indicatethat sourcewhen
subscribingto a multicastchannel.Similarly, thesimplemulticast
architecture[23] proposesthat the group addressingarchitecture
be extendedto explicitly embedthe IP addressof a “rendezvous
point” in themulticastgroup. In eithermodel,thenormalunicast
routing infrastructurecan be usedto route multicastdataand/or
control traffic sinceunicastaddressesare explicit in the revised
addressingarchitecture.Thepremiseis that this approachsimpli-
fiestheso-calledrendezvousproblem, andbecauseof severalother
attractive properties,purportedlyinducesa moreviable multicast
architecture.

WhereasEXPRESSandsimplemulticastre-examinethemulti-
castroutingarchitecturefrom first principles,otherwork advocates
the strategic placementof intelligencewithin the network infras-
tructureto solvemulticasttransportproblems.Forexample,RMTP
proposesthat designatedreceivers be placedwithin the network
infrastructureto carry out localizedretransmissionsusingsubtree
multicaststo enhancescalability[18]; LRMP proposesthedeploy-
mentof loggingreceiversthatprovide a similar function[12]; and
theReliableMulticastproXy(RMX) architecture[6] reliesonproxy
agentswithin thenetwork to carryout formatandprotocolconver-
sionto accommodatenetwork heterogeneityandeffect congestion
control.

Ratherthanrely on servicenodedeploymentwithin andacross
the network, otherworks addressthe problemof how onemight
jointly optimize the designof a new multicast transportservice
with complementaryend-to-endtransportprotocols,therebyretain-
ingmany of themeritsof theend-to-endapproach.TheLightweight
MulticastServices(LMS) architecture[22] pioneeredthisbasicap-
proach.In LMS, multicastroutersconspireto arrangethereceivers
intoatree-basedhierarchythatiscongruentwith theunderlyingnet-
work topology. Thishierarchyis exposedto theendclientsthrough
a servicemodelextensionthatallows a hostto senda packet to its
logicalparentin thetree.Thisextensionin turn enablesanend-to-
endmulticasttransportprotocolthatimplicitly exploitsthenetwork
topologyto optimize its performance.Similarly, the AIM archi-



tecture[16] providesa rich addressingstructurethatfrom within a
single� framework offers many differentforwardingservices,e.g.,
subtreemulticast,standardgroupmulticast,anycast,andso forth.
On top of AIM, several multicasttransportshave beenfashioned,
includingareliablemulticasttransport.Finally, therandomcastfor-
wardingservicewasproposedasanalternative to LMS to enhance
robustnessby breakingthe hierarchyof parent/childrelationships
with randomizedforwardingthuseliminatingsinglepointsof fail-
ure. Reliablemulticastprotocolscan then be layeredon top of
the randomcastforwardingservice,e.g.,SearchParty andRumor
Mill [7].

A similar, thoughlessmodular, approachhasbeenundertaken
in thePraGmaticMulticast(PGM)protocol[29]. Here,routersare
enhancedwith transport-level knowledgeandan end-to-endpro-
tocol is built on top of this transport-awarenetwork infrastructure
yielding a monolithicsolutionfor reliablemulticastlossrecovery.
In PGM, receivers generateNACKs to repair missingdata,and
PGM-aware routerscoalesceNACKs by maintainingper-packet
sequencingstatein therouters.This state,in effect, formsa “trail
of breadcrumbs”from the receiversmissinga given pieceof data
backto the sourceof that data. Whenthe sourcereceivesnotifi-
cationof new breadcrumbstate,it generatesa retransmissionthat
in turn follows the breadcrumbsto eachrequestingreceiver and
simultaneouslytearsdown thebreadcrumbstatethatrepresentsthat
retransmissionrequest.This lossrecoveryschemeis optimalin the
sensethat retransmissionsaresentto only thosereceiversthatare
in needof thatdata.

Unfortunately, in PGM,thenetworkserviceisnotclearlydefined
asaseparableandreusablecomponentnetwork forwardingservice.
Insteadthenetwork componentis aPGM-specificrouteroptimiza-
tion rather than a generalextensionto the multicast forwarding
service. We believe that this codependencebetweenthe network
andtransportlayersis unnecessary. In fact, thePGM router-assist
componentcaninsteadbecastasanexplicit-sourcemulticastser-
vice that is optimizedfor fastgroupestablishmentandteardown.
In this interpretation,PGMNACKsrepresentexplicit-sourcegroup
joins,asin theEXPRESSservicemodel,andthesource-generated
PGM retransmissionsrepresentspecialdatapackets that simulta-
neouslyinducegroupteardown. Thus, we can recastPGM as a
EXPRESS-like BreadcrumbForwarding Service(BCFS) and an
end-to-endtransportprotocollayeredontopof BCFS,wherePGM
is but oneof many possibletransportprotocols. Whenviewed in
this light, eachPGM NACK requestcorrespondsto a multicast
subscriptioninteractionin aframework in whichmultiplemulticast
groupsprovidemulticastlossrecovery [14].

3. SERVICE MODEL AND ROUTER MECH-
ANISM

3.1 Service Model
The BCFSunifies the EXPRESSservicemodeland the network
componentof PGMinto asingle,flexible multicastservicemodel.
Tothisend,BCFSprovidesasingle-source,request-basedmulticast
service,wheregroupscanbe efficiently setup andtorn down in
tandemwith a dataexchange,loosely analogousto how T/TCP
optimizestheestablishmentandteardown of a TCPconnectionin
a singleresponse/replydialogue[3]. BCFSis thusoptimizedfor
ephemeralgroupsthat comeand go rapidly and is consequently
well-suitedasa building block for multi-groupreliablemulticast
schemes.

To avoid unnecessarytransport-level dependence,BCFS uses
an abstract“label” to identify a particularrequestwith respectto
somesource. The source/labelpair (S,L) thus inducesan group-
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orientedaddressarchitecturethat is preciselyanalogousto the
source/channel(S,E)framework proposedin EXPRESS.BCFSdif-
fers from EXPRESS,however, in thatmessagesaresentfrom the
receivers toward the sourcealong the multicasttreeandaresup-
pressedif a messagewith thesamelabelhasalreadybeensentup
thetree. Thegroupmembershipprotocolis exposedto andrun at
theapplicationlayer, andarbitrarymessagescanbepiggy-backed
ontothesecontrolmessages.

Figure1 illustratesthisbreadcrumbforwardingmodel.Request
messagesfor somepieceof datadropbreadcrumbsalongthepath
to asource:thebreadcrumbs,in turn,guidethereplymessagefrom
the sourceback to all requestingreceivers. Eachbreadcrumbis
identifiedby an(S,L) pair to differentiatetheforwardingpathsfor
all labelsin use.

To enhancethe rangeof transportservicesthat canbe built on
top of BCFS, the forwarding model includesa level-numbering
schemefor selectively tearingdown the breadcrumbstate. Each
breadcrumbcarrieswith it a level numberand eachrequestand
responseincludesa level numberin the headerof the packet. A
requestpacket is propagatedupthetreetowardthesenderonly if its
level numberexceedsthelevel numberin thebreadcrumbstoredat
therouter(or if nosuchbreadcrumbexists). Similarly, breadcrumb
stateis torn down by a responsepacket only if thelevel numberis
equalto or exceedsthebreadcrumblevel storedin therouter. The
straightforwardextensionfromPGMis tearingdown thestatewhen
thecountof packetsforwardedbecomesequivalentto therequested
number. We adopta leveling mechanismthat would have more
flexibility thanacountingmechanismsinceit canhave theconcept
of a higher level requestand can tear down forwarding stateby
onehigherlevel packet. It needsmorestudyto show theusability
of the mechanismandinvestigationof alternative mechanismfor
controllingforwardingstatefrom transportprotocols.

An applicationinteractswith BCFSthroughtheprototypeinter-
facedefinedin Figure2. bcf bindallows anapplicationto register
its interestin receivingbreadcrumbpacketssentto aparticularlabel
or setof labelsusingan address/maskpair. If multiple processes
matcha given label, a copy of the messageis deliveredto each
process.

A requestpacket is sentvia bcf request, which includesthead-
dressof thesourceor treeroot(i.e.,thedestinationof themessage),
a label,a level number, andan optionalmessagebody. Themes-
sagefield in arequestmight includetransportprotocolpayloadlike
sequencenumbersof requestedpackets.

A reply messageis sentby bcf reply. Thereply containsa label
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which is copiedfrom thecorrespondingrequestpacket. The level
field containsthelevel to betorndown.

In summary, thesequenceof eventsfor effectingtheBCFSfor-
wardingserviceareroughlyasfollows:b c d#e O f M�O ^ [ Q

A receiversendsarequestpacket with a labeland
level.b P d T O [ M�_�Q

A router that receivesa requestmessagemaintains
statefor forwarding links andthe level associatedwith the
label.b g d T�M _-_�N O ^ ^ K Z ]-Q

Therouterforwardstherequestmessageto-
ward the sourceif the label in the requestmessageis new
for thethatrouteror thelevel numberis largerthanthehigh-
est level being maintained. Otherwise,the messageis not
forwarded.b h�d#e O _-a i�Q

A source,in responseto therequestmessage,sends
the requesteddatatogetherwith the label embeddedin the
requestmessageanda level numberto betorndown.b j d J�Z N k#\ N l-K ] L�Q

A routerdirectsa reply messageto the links
thatareassociatedwith thelabel.b m d#n O \ N l Z k"]�Q

Therouterremovestheforwardingstateof the
link associatedwith the label, if the reply messageincludes
a level numberthatis largerthanthelevel maintainedby the
router.

3.2 Router Behavior
Wecall a routerthatsupportsBCFSaBCFRouter. A BCFRouter
maintainsforwardinginformationassociatedwith labels(BCFLa-
bel). End hostsexchangeBCF Messages, which consistof BCF
Requestfrom receiversandBCFReplyfrom thesource.

To effect BCFS, routersmaintain “breadcrumbstate” tied to
a particular label, but they do not storea copy of the message.
Thebreadcrumbalsoincludeslevel numberthatcorrespondsto the
highestrequestlevel for thatlabelseensofar.

If a routerreceivesa requestmessagefor a label that is already
storedin the router and the level number is less than or equal
to the level numberstoredin the breadcrumb,then the message
dropped,muchasDVMRP [8], EXPRESS[11], andPIM [9] join
messagesarecoalescedin a multicastdistribution tree.Otherwise,
themessageis propagatedupthetreetowardthesourceSusingthe
normalunicastroutingtables(i.e.,alongthereverse-pathmulticast
routeback to S). Thus,as in PGM, routerscan fuse requestsby
suppressinglabelmessagesif thestatehasalreadybeenestablished.

If themessagemakesit all thewaytothesourcesubnet,therouter
incidentto thesourcedeliversit to thatsourceandan application

(which haspresumablybounditself to the label in questionvia
bcf bind()) receives the message.Becausesuppressionis carried
outonaper-labelbasis,if differentreceiverssendmessageson the
samelabelat thesametime,only onemessagewill bedeliveredto
thesource.

Uponreceiving a request,thesourcemayrespondwith anarbi-
trary messagetied to thelabelin question.Whena sourcesendsa
“reply” packet boundto a particularlabel, theroutersforward the
packet along all links that have breadcrumbstatetied that label.
As a sideeffect of forwardingthepacket, the breadcrumbstateis
deleted,whichallowsfuturemessagesto bepropagatedbackupthe
treeandfreesup routerresources.

UnlikePGMNACKs, labeledrequestmessagesarenotsentin a
hop-wisereliablefashion,whichmeansthatonly breadcrumbstate
needsto bemaintainedin therouter, not theentiremessagebody.
However, this also meansthat a lost requestmessagethat never
makesit tothesourcesuppressesfurthermessagessentfor thatlabel.
To avoid this, label stateis refreshedin a soft-statefashion[24,
28]. To this end, when a router suppressesthe propagationof
a label becauseof existing breadcrumbstate,it verifies that the
breadcrumbstatehasbeenrecently“refreshed”,e.g.,accordingto
thescalablesessionmessagesalgorithmin [28]. If thelabelneedsto
berefreshed,anull messagefor thatlabelis senttowardthesource.
Thus, if the sourcereceives a speciallymarked null message,it
knows theoriginal requestmessagewasdroppedsomewherein the
networkandcaninvokeahigher-layerrecoveryprocessif necessary.
By using data-driven stateupdates,the router neednot manage
timersto otherwisetriggersoft-stateupdates.

Tocomplementthesoft-stateupdateprocess,breadcrumbentries
maybedeletedby therouterif noupdateis receivedafteracertain
time interval. Yet unlike thenormalmulticastgroupmanagement
machinery, tearingdown this stateis not critical becauseupdates
aredatadriven from thereceiversandgeneratedonly if a receiver
is explicitly present.Thus,thepoolof breadcrumbscouldeitherbe
timedout by a soft-stateagingprocessor entriescouldsimply be
reallocatedusingLRU replacement.Similar time-outmechanism
is usedfor repairstatein PGM becauseretransmissionpacketsare
sentin theunreliableway. Thustime-outanddeletionof thestate
allows receivers to sendthe samerequest(NACK) againwithout
suppressionin thefaceof retransmissionlost.

As defined,BCFSisasupersetof andcanimplementEXPRESS.
Todoso,eachreceiverperiodicallygeneratesanull requestmessage
addressedtosomechannel(S,L)with levelnumber1,andthesource
sendsdatapackets as responsesto label L with level number0.
Thus,the breadcrumbstateis maintainedexactly asif it werean
EXPRESSchannelandpacketsaresentbest-effort to everyreceiver
in thesource-specificgroupidentifiedby thelabel.

3.2.1 SetupandRequestSuppression
A multicastchannelis set up when a requestpacket arrives at a
routerby updatingstatein therouter.

If a label (S,L) in a requestmessageis new for a router, the
router appendsa new entry for the label and maintainsthe link
identifierfor thelink thatthemessagecamefrom asadirectedlink.
A level numberis maintainedcoupledwith eachforwardinglink.
Therequestmessageis thenforwardedtowardasource.

On the otherhand,if the router’s statealreadyhasa entry for
(S,L), the routerexploresthe list of forwardinglinks. If the link
is not in the list, the link identifier is addedto the list of directed
links tied to the label and a level numberis alsomaintainedfor
thelink. If thelink is alreadydesignatedasa directedlink but the
requesthashigherlevel thanthatin therouter’sstatefor thelink, the
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level numberis updated.Only in thecasewherethelevel numberis
largerthanany level numbersof forwardinglinks tiedto (S,L) is the
messageforwardedto theup-link. Otherwise,therequestmessage
is suppressed.

Figure3 (a) shows an exampleof how requestswith different
levels are forwarded(or suppressed)by a routerandwhich state
remainsin it. In Figure3, we supposeall requestshave thesame
label(S,L)butdifferentlevelsthatthenumbersshow. At first,when
therequestmessagewith level3arrivesattherouter, thelevel3state
tiedwith the(S,L) labelis maintainedandtherequestis forwarded
toward the source. After the stateis set up, the requestswith
level 1 and2 arrive but thesearesuppressedbecausethelevelsare
lower thanthemaximumlevel maintainedin therouter. However,
forwardingstatewith level 1 and2 is retainedfor eachrespective
link. Finally in this example,therequestwith level 4 arrivesat the
routerandis forwardedtowardthesourcesinceit hasahigherlevel
thanthemaximumlevel thattheroutermaintains.

3.2.2 TeardownandForwarding
A forwardingpathis torn down by deletinglinks from the list of
directedlinks in a router’s statewhena reply packet arrivesat the
routeror a timerexpires.

Whena BCF reply messagearrivesat a router, the BCF reply
messageis forwardedto the links listed as directedlinks tied to
(S,L). Furthermorethe router comparethe level in the message
with thelevel of eachdirectedlink. If thelevel numberin thereply
is equalto or largerthanthelevel numberfor a link, theforwarding
stateof the link is deleted. Otherwise,the link is retainedas a
directedlink.

Figure3 (b) showsanexampleof forwardingpacketsandtearing
down thestate.In thisexampletheroutermaintainsdifferentlevels
from 1 to 4 for eachlink andthemessagefromthesourcewith level
2 arrivesat therouter. Becauseall the links have forwardingstate
tied with the labelof thearrival packet, thepacket is forwardedto
all thedown links. Only thestatesthatis equalto or lessthan2 are
deletedandasaresulttheforwardingstatesfor thetwo links which
areleveledmorethan2 arestill maintained.

4. APPLICATION EXAMPLES
To illustratethe power andflexibility of BCFSasan independent
andreusablenetworkservice,weexplaingeneraldeploymentof the
conceptof labelandlevel from applicationsor transportprotocols.
Thenwe describesomeapplicationexamples,which rangefrom
PGMto adifferenttypeof multicasttransportprotocol.
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4.1 Label and Level Use
How applicationsandprotocolsgeneratelabelsdependsonhow the
protocoldesignerwishesto differentiateandaggregatehigher-layer
messages.For example,in PGM, the transportsequencenumber
could be hashedwith a port numberor someother application
specificidentifier to producea label for a retransmissionrequest.
Of course,hashingcanresult in addressconflictsso applications
mustbepreparedto dealwith superfluousdatacomingfrom other,
unrelatedapplicationsor sessions.But, if the label spaceis large
enoughandthelabelgenerationfunctionsarechosenwell, thenthe
probabilityof collision will remainlow andnot adverselyimpact
protocol performance. Moreover, a separate,independentlabel
spaceexists for eachsource,so the impact of collisions is quite
limited. Thiscontrastswith theexistingIP multicastservicemodel
whereany hostin thenetwork cansendarbitrarydatato anarbitrary
groupandcollisionsareproneto happenespeciallyin theabsence
of agloballyconsistentmulticastaddressallocationscheme(which
remainsadifficult researchproblem).

The level numberingschemecontrolsrequestforwarding and
tear-down timing. For example,Figure4 shows how a level num-
ber canbe usedto requesta specificnumberof packetson some
labelin a receiver-specificfashion.Here,a requestmessagefor ª
packetsusesa level numberof ª , where ª canvary amongthe
differentreceivers,say ª#«�¬ ¬ ¬ ª# . Let ®°¯C±"² ³ ´ µ-« ¶ ¶ ¶ �ª�´ . The
requestwith the largestlevel ® thenreachesthe sourcewithout
suppression,andasa resultthesourcelearns® . Thesourcethen
generates® packetswith level numbers·-¬ ¬ ¬ ® , andeachreceiver
receivesexactly thenumberof packetsrequested.

4.2 PGM-lik eMulticast over BCFS
A PGM-like reliablemulticasttransportcanbe naturallyadapted
to BCFS,becauseBCFShasan aspectof generalizedPGM. We
briefly describehow a PGM-like reliablemulticastcanberealized
over BCFS.In this approach,original datapacketsaresentto the
entire multicastgroup. When a receiver detectslost packets, a
NACK is sentvia a BCF requestmessagewith a label generated
by hashingsequencenumberof thelostpacket into thelow-bitsof
a label,with somewell-known upperprefix (perhapsselectedasa
hashof asession-specificidentifier). In responseto theNACK, the
sourceretransmitsthe lost datavia a BCF reply messagewith the
samelabel. In turn, the BCF routersforward the reply packet to
preciselythosereceiversthatearliersenta request.



Thelabelgeneratedby transportsequencenumberscanprevent
conflicts¸ betweendifferent NACKs. Even if the label spaceis
smallerthanthesequencenumberspace,the labelwith sequential
ordercanavoid conflict becausea sourceis expectedto senddata
packetssequentially. In PGM,thesizeof transmitwindow is large
enoughfor labelspaceto avoid conflict becauseonly datapackets
within the transmitwindow aresupposedto be provided for loss
recovery.

4.3 FEC-basedLossRecovery
Thelevel-numberingschemeshownin Figure4interactsnicelywith
previously proposedschemesfor FEC-basedloss recovery [21].
Eachreceivergeneratesa NACK for ablockof packetsusingBCF
requestwith alevel indicatinghow many packetswereomittedfrom
theblock (i.e. correspondingto the ¹#º ’s in section4.1). Thenthe
sourcewould generateasmany parity packetsasthemaximumof
lost packet numberamongreceivers(i.e. correspondingto » in
section4.1). The levels of recovery packets for the sameblock
increaseby onefor eachpacket (i.e. ¼�½ ½ ½ » ).

Thesepacketscanrecover thelost packetsfor eachreceiver, no
matterwhich packetswerelost, andeachreceiver canreceive the
exactly samenumberof recovery packetsasnecessary. Detailsof
thismechanismasappliedto thetraditionalmulticastservicemodel
aredescribedat lengthin [21].

4.4 Rainbow on Digital Fountain
Not only cana PGM-like transportbe built on top of BCFS,but
becauseBCFSis a genericnetwork service,othertransportproto-
cols canexploit it aswell. In this section,we describea reliable
multicasttransportthatdiffersquitesubstantiallyfrom PGM even
thoughit is built uponpreciselythesamenetwork service.In par-
ticular, our protocolexhibitsa viablesolutionto oneof thehardest
problemsin reliablemulticast,namelycongestioncontrol.

Multicast congestioncontrol is greatlyconfoundedby hetero-
geneityamongstreceiversin agroup: if usingonlyasinglemulticast
group,a single,uniformsendingratecannotsatisfytheconflicting
requirementof a diversesetof receivers attachedto the network
at differentbit rates. That is, a congestioncontrol strategy must
forcethesenderto transmitdataaccordingto themostconstrained
receiver [2, 25]. This solutionis inherentlyunsatisfyingfor large-
scaledeployment in heterogeneousenvironments. Alternatively,
thesourcecansendto multiplemulticastgroupsallowing receivers
to individually adjusttheir receptionrate by joining and leaving
multicastgroups[20, 31,26]. Unfortunately, thegranularityof the
layerslimits the degreeof adaptationandthe designof a control
law thatcanmanagereceiver membershipin a scalableandrobust
fashionis ahardproblemthathasnotbeensatisfactorilysolved.

Toaddresstheseproblems,weproposeareliablemulticasttrans-
port basedon BCFS,calledRainbow, (ReliAble multicastby IN-
dividual BandwidthadaptationusingwindOW), which includesa
congestioncontrolscheme.Rainbow is designedto accomplishthe
following:

¾ A receiver receivesdataat its availablerateasif therewerea
unicastTCPconnectionbetweenasourceandareceiver(i.e.,
theprotocoldynamicsare“TCP friendly”).

¾ Thebottlenecklink or links in amulticastdistributiontreeare
efficientlysharedby dataaggregationamongmany receivers.

¾ The sourceneednot managestateon a per-receiver basis,
whichwouldotherwiselimit theprotocol’s scalability.

4.4.1 Digital Fountain
The Rainbow congestioncontrol schemeutilizes a Digital Foun-
tain [4] on top of BCFS.To establishthecontext for Rainbow, we
first outlinetheDigital Fountainabstraction.

A Digital Fountainprovidesa robustmechanismfor “implicit”
multicastlossrecovery asit requiresno feedbackfrom thesource.
Here,a sendersimply multicastsa streamof datapacketsthatare
generatedby thefountainasafunctionof afixedinput (e.g.,afile).
A receiver tunesin at any point andgathersup somefixednumber
of packets. Oncethis critical numberof packets is attained,the
receiver leavesthegroupanddecodesthefile from thepackets.

A key propertyof thedigital fountainis that(almost)any subset
of packetsmaybeusedto decodetherebyalleviating any needfor
feedbackfrom thereceiversto thesource.Fromtheperspective of
a sender’s load,theschemeis extremelyefficient becausea sender
simplytransmitspacketswithoutinvolvingany sortof lossrecovery
scheme.Moreover, heterogeneitycanpotentiallybe tamedsince
the fountaincanstripepacketsacrossmultiple ratesandreceivers
canadjusttheir receptionrateusingmultiple groupsasdescribed
above. Thoughaschemebasedonreceiver-drivenadaptationacross
multiple multicastgroupsmay eventuallybe shown to be viable,
this approachhasnot beenfully andcomprehensively developed
andwefelt it worthwhileto look for alternatives.

4.4.2 CongestionControl byusingBCFS
In aheterogeneousenvironment,it is difficult to satisfyall receiver
bandwidthrequirementswith asinglemulticastchannel.Toprovide
differentdataratesfor eachreceiver withoutdeterioratingnetwork
condition,congestioncontrolusingBCFSis designedasfollows:

¾ Indi vidual TCP-lik e window control: Each receiver in-
dependentlyexecutesTCP-like window control [13]. Data
transmissionsaretriggeredby thearrival of breadcrumbsat
thesender. In turn, packet arrivalsat thereceiver causethat
hostto increaseitscongestionwindow (eitherbyonefor each
packet received in slow startor onepacket per round-tripin
congestionavoidancemode). The invariantwe maintainis
that the numberof breadcrumbsoutstandingis lessthanor
equalto thecongestionwindow. Thus,thenumberof packets
in transit from the sourceto the receiver is boundedby the
congestionwindow. In addition,the congestionwindow is
controlledin responseto lostpacketsaccordingto measured
congestionconditionson thepathfrom thesourceto thatre-
ceiver. Sincethewindow controlbehavesasif therewerea
TCPsessionbetweena sourceanda receiver, eachreceiver
utilizesbandwidthin aTCP-friendlyway.

¾ Transmissionrequestby BCF messages:A receiver sends
aTRQ(transmissionrequest)asaBCFrequestusingasmany
labelsasits window size.Thismeansthatreceiversthathave
the samewindow size usethe samelabelsfor TRQs, and
a receiver that hasa smallerwindow usesa subsetof the
labelsthatareusedby a receiver with a largerwindow size.
If receivers sendTRQs with a label after anotherreceiver
sendsa TRQ with the samelabel and the TRQssentlater
arrivesataBCFrouterbeforethereplymessageof theformer
TRQ arrives,theTRQsareaggregatedandthecopiesof the
identicaldatapacket aresentto all receiverswhich sendthe
TRQswith thesamelabel. TRQcorrespondsto ACK in TCP
in thesensethatit issentatpacketreception.Howeverit does
notneedto includesequencenumbersof receivedpackets.

¾ Simple reply by a Digital Fountain source: By using a
Digital Fountain,thesourcecanmerelyrespondto eachTRQ
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by sendingonepacket after anotherasa BCF reply, which
includesthesamelabelastheTRQ.

Figure5 (a) illustratesRainbow/BCFSdataaggregation,where
two receivershave a sharedbottlenecklink, they areprobableto
have thesamewindow sizeandit is expectedthatmostTRQsare
aggregatedat the link. As a result,mostof thedatapacketsfrom
a sourcearedirectedto both receivers. In casethat two receivers
havebottlenecksatdown-linksandonelink hashalf thebandwidth
of the other link as shown in Figure 5 (b), the slower receiver
receiveshalf of thedatadirectedto thefasterreceiver, copiedat the
diverging point. ThroughusingDigital Fountainsource,a receiver
receives different packets with high probability and reliability is
guaranteedbycontinuingtosendTRQsuntil enoughpacketsarrival
to reconstructtheoriginaldata,

Of course,thereis no guaranteethat all packets are delivered
efficiently asin theexampleabove,becausewindow controlateach
receiver is not synchronizedin any explicit coordinatedway, and
a receiver accessesdataasynchronously. But whenreceivershave
a sharedbottlenecklink, it couldhappenthat thesamepacket loss
patterncausessamewindow controltiming, andbehave in anearly
synchronousway. As a result,moredataaggregationoccursat the
sharedlink, networkscanenjoy efficient transmissionof multicast,
andreceiverscanreceivedataattheend-to-endavailablebandwidth.

4.4.3 SimulationResults
We ran simulationson ns [30] to investigateRainbow’s perfor-
mance. We show someof the resultswhich explore the behavior
anddynamicsof Rainbow basedon two scenarioswith relatively
small scalesessions,asshown in Figure6. More comprehensive
scenariosfor a largescalesessionandheterogeneousreceiversare
currentlybeinginvestigated[32].

[Topologies]
To satisfyeachreceiver, thereceiving rateshouldbecomeclose

to end-to-endavailable bandwidthfor eachsender-receiver pair.
However, 100% utilizationof availablebandwidthis not expected
becauseof TCP-like oscillating window control. In the perfect
scenario,receiverssharingthesamelink would observe complete
aggregation. However, this cannotbe alwaysrealizedbecauseof
lackof explicit synchronizationmechanism.It is still expectedthat
a “bottleneck” link shouldbesharedefficiently by BCFSdataag-
gregationmechanism.Anotherpoint to exploreis whetherclusters
of receiversunderthesamelink cansharethelink fairly.
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The topologyof ScenarioA-(i) consistsof onesharedup-link
andfive differentdown-links. Onedown-link is narrower thanthe
sharedup-link,butothershavebroaderlink capacitythantheshared
bottleneck. Throughthis topology, adaptationto heterogeneous
receiversandsharingbandwidthatabottlenecklink is investigated.
While four fasterreceiversshouldreceive thesameserviceat up-
link capacity, the slowestreceiver shouldreceive a portion of the
datadirectedto fasteronesat its down-link capacity.

ScenarioA-(ii) hastwo clustersof fivereceiverswith theshared
backbonelink (L1) by all receiversandthe samecapacitydown-
link for eachcluster. For the sharedbackbonelink, we usethree
differentbandwidth.Receiversin bothclustersshouldreceivedata
at thesameratein all situationsin termsof intra-sessionfairness,
and the degreeof dataaggregation shouldchangedependingon
the backbonecapacity. We expect that as the backbonecapacity
becomesnarrower, morepacketsareaggregatedat thelink andall
thereceiverscometo receivethesamedatapacketsif thebackbone
becomesanend-to-endbottleneck.

In all simulations,the datapacket size is 512 bytes, and the
simulationrun comprises2000 packets, which meansa receiver
stopssendingTRQsafter receiving 2000packets. All routersare
RED gatewayswith a queuesizeof 10 packets. To “randomize”
eachrun, eachreceiver initiatesits sessionat a uniformly random
start time in [0...5] seconds. In eachscenario,100 simulations
areexecutedwith randomizeddifferentstarttime of receiversand
averageresultsareshown in thefollowing sections.

[ScenarioA-(i)]
The resultsfor scenarioA-(i) are illustratedin Figure7. The

slowestreceiverreceivesdataatover200Kbpsagainstits256Kbps
bottleneckcapacityandthe averagereceiving ratethroughoutthe
durationof thesimulationis 224.1Kbps.Thisaverageis calculated
from all 100simulationruns,andwe usetheaverageratefor later
explanationof simulationresults. The receiving rate of all four
fasterreceiversreachesaround350Kbpsagainst400Kbpsup-link
bottleneckbandwidthafterslow startphaseandtheaveragerateof
four receiversis 346.2Kbps.

In thisscenario,fourfasterreceiversshouldbedealtwith asif ona
singlemulticastchannelbecausethey sharetheidenticalbottleneck
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link. Theoverheadof sentpacketsthroughthesharedlink is 8.3%,
which is calculatedby four timesof thepacket numbersentfrom
thesourceover thetotal packet numberreceivedby thefour faster
receiversduringthestablecondition,between10 and20 secondin
thesimulation.Furthermore,1237.4packetsoutof 1265.6packets
for the slowestreceiver (R1) aresharedwith at leastoneof other
fasterreceiverswhile at leastoneotherreceiver is receiving data.

From this simulation, we have seenall receivers can receive
at their appropriateratesaccordingto eachavailable bandwidth
throughdataaggregationat bottlenecklink. Someoverheadexists
evenfor receiverssharingabottlenecklink, but thisoverheadis not
expectedto grow asthenumberof receiversincreases,becausethe
morereceiversexist underthesamebottlenecklink, thehigherthe
probabilityTRQsareaggregated.As aresult,thesamedatapacket
is sentto morereceiversat thesametime.

nineb[ScenarioA-(ii)]
In Table 1, the averagereceiving rate for eachclusterof five

receiversandtheaveragetotal packet numbersentfrom thesource
areshown for differentbandwidthbackbone(L1) casesof scenario
A-(ii). Accordingto theaveragereceiving ratein Table1, receivers
on bothsubtrees(C1,C2)attainapproximatelyequalthroughputs,
around225Kbps,for all bandwidthcases.

Whenthesharedbackbonelink hasenoughbandwidth(1 Mbps)
to accommodatethe two down-links, all receivers would receive
dataat thedown-link capacityrate.In thiscase,packetaggregation
at link L1 is not expectedbecausethereis no mechanismfor syn-
chronization. The packets for receiversunderthe bottlenecklink
(i.e. within C1) is totally aggregatedasif they wereon the same
multicastchannelas receiving rate around225 Kbps in Table 1
shows. As a resultentirebehavior becomessimilar to thesituation
wheretwo multicastgroupsareformedfor eachsubtree.Theav-
eragetotalnumberof sentpacketsis 3326.9,which is lessthanthe
doubleof thenecessarypacketnumberfor asinglereceiverbecause
somepacketsareeventuallyaggregatedacrosstheclusters.

Whenthebandwidthof thesharedbackbonelink is500Kbps,its
capacityis a little lessthanaggregationof down-links bandwidth.
Evenin this case,thesamereceiving rateis realizedasin 1 Mbps
case,as shown in Table 1. The reasonis that more packets are
aggregatedat the the backbonelink (L1) and directedto more
receiversat thesametime, which is alsoevidentby lesstotal sent
packetsthan1 Mbpscasein Table1.

Whenthe sharedbackbonelink is 250Kbps, the link becomes
the bottleneckandall receiversshouldbe dealtwith asif on one
multicastchannel.In Table1, a decreasein overall packetsshows
that more dataare aggregatedat the nodeof the backbonelink.
Further, averagereceiving ratesfor both clustersare consistent

independentof backbonecapacity.
As theresultsshow, dependingon theplacementsof bottleneck

link, Rainbow aggregatesdatapackets in differentways,andasa
result,traffic behavesasif asubtreesof bottlenecklink is formedas
thesamemulticastchannelwithoutexplicit coordinatedmechanism
for synchronization.
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�*+,! " # C1 226.2 3326.9

C2 224.8- . .  �! " # C1 224.2 3241.7
C2 223.5/ - .  �! " # C1 226.3 2411.2
C2 226.0

5. CONCLUSION
In this paper, we have presentedan alternative multicastservice
model,BCFS,andapplicationexamplesbuilt on topof theBCFS.

Asfuturework,weplantotacklepracticalimplementationissues
for BCFSin termsof a router’s requiredmemoryandprocessing
load,anddescribemoredetailedprotocolspecification.Otheref-
ficientapplicationexamplesonBCFSwill enforcethesignificance
of theservicemodelandexaminetheusabilityof theBCFSfunc-
tionality.

WebelieveBCFSprovidesanew directionfor multicastforward-
ing service.By factoringPGMinto a reusablenetwork component
thatis modeledafterEXPRESS,wehavecreatedanetwork service
thatis notonly agoodbuilding block for PGM,but alsoprovidesa
foundationfor new transportprotocolslikeRainbow.

6. REFERENCES
[1] T. Ballardie,P. Francis,andJ.Crowcroft. CoreBasedTrees

(CBT): An Architecturefor ScalableInter-DomainMulticast
Routing.In 0*1 2 3 4 4 5 6 7 8 9:2 ;�< 6 8 3 2 =>=@? A B , pages85–95,
SanFrancisco,CA, Sept.1993.ACM.

[2] S.Bhattacharyya,D. Towsley, andJ.Kurose.TheLossPath
Multiplicity Problemfor MulticastCongestionControl.In
0*1 2 3 4 4 5 6 7 8 9>2 ;,C D�D�DEC 7 ; 2 3 2 =@? A A , New York, NY, March
1999.

[3] R. Braden. F G	F*H�0JIF*H�0ED�K L 4 7 9 6 2 7 9*; 2 1>F 1 M 7 9 M 3 L 6 2 7 9N O 7 3 L 6 2 7 M P < Q 4 3 6 R�3 M L 6 2 7 , Jul1994.RFC-1644.

[4] J.Byers,M. Luby, M. Mitzenmacher, andA. Rege.A Digital
FountainApproachto ReliableDistributionof Bulk Data.In
0*1 2 3 4 4 5 6 7 8 9>2 ;,< 6 8 3 2 =:=@? A S , Vancouver, Canada,
September1998.

[5] B. Cain,T. Speakman,andD. Towsley. GenericRouter
Assist(GRA) Building Block, Oct.1999.InternetDraft
(Work in Progress).

[6] Y. Chawathe,S.Fink, S.McCanne,andE. Brewer. A Proxy
Architecturefor ReliableMulticastin Heterogeneous
Environments.In 0*1 2 3 4 4 5 6 7 8 9>2 ;,TUH	VWV O P L 6 =X4 5 6 M ,
Bristol, England,September1998.

[7] A. CostelloandS.McCanne.SearchParty: Using
Randomcastfor ReliableMulticastwith LocalRecovery. In
0*1 2 3 4 4 5 6 7 8 9>2 ;,C D�D�DEC 7 ; 2 3 2 =@? A A , New York, NY, March
1999.



[8] S.Deering.YZ [ \ ] ^ _ ` \*a*b Z \ ] c dX] c�_>eU_ \ _ d f _ gh c \ i f c�i \ j�b f k . PhDthesis,StanfordUniversity, Dec.1991.

[9] D. Estrin,D. Farinacci,A. Helmy, D. Thaler, S.Deering,
M. Handley, V. Jacobson,C. Liu, P. Sharma,andL. Wei.l f b \ b ^ b [ h c m i n i c m i c \�YoZ [ \ ] ^ _ ` \ p q n _ f ` iUY�b m ir l*h Y�p q Y>s t l f b \ b ^ b [�q n i ^ ] u	^ _ \ ] b c , Jun1998.RFC-2362.

[10] S.Floyd, V. Jacobson,C. Liu, S.McCanne,andL. Zhang.A
ReliableMulticastFramework for Light-weightSessionsand
ApplicationLevel Framing.

h v�v�v	w x:y Y@z f _ c ` _ ^ \ ] b c `:b c{ i \ j*b f k ] c d , 1995.

[11] H. HolbrookandD. Cheriton.IP MulticastChannels:
EXPRESSSupportfor Large-scaleSingle-source
Applications.In

l f b ^ i i m ] c d `>b |,q ] d ^ b g:g~} � � , Cambridge,
MA, September1999.

[12] H. Holbrook,S.Singhal,andD. Cheriton.Log-Based
Receiver-ReliableMulticastfor DistributedInteractive
Simulation.In

l f b ^ i i m ] c d `>b |,q ] d ^ b g:g~} � � , Boston,MA,
Sept.1995.ACM.

[13] V. Jacobson.Congestionavoidanceandcontrol.Inl f b ^ i i m ] c d `>b |,q ] d ^ b g:g~} � � , Stanford,CA, Aug. 1988.

[14] S.Kasera,J.Kurose,andD. Towsley. ScalableReliable
MulticastUsingMultiple MulticastGroups.In

l f b ^ i i m ] c d `
b | xUy YWq ] d gXi \ f ] ^ ` y b c | i f i c ^ i . ACM, June1997.

[15] K. Kumar, P. Radoslavov, D. Thaler, C. Alaettinoglu,
D. Estrin,andM. Handley. TheMASC/BGMPArchitecture
for Inter-DomainMulticastRouting.In

l f b ^ i i m ] c d `>b |
q ] d ^ b g:g~} � � , Vancouver, Canada,September1998.

[16] B. Levine, , andJ.Garcia-Luna-Aceves.Improving Internet
Multicastwith RoutingLabels.In

l f b ^ i i m ] c d `:b | h v�v�vh c \ i f c _ \ ] b c _ [ y b c | i f i c ^ i:b c { i \ j�b f k l f b \ b ^ b [ ` ,
Atlanta,GA, October1997.

[17] B. Levine,D. B. Lavo, andJ.J.Garcia-Luna-Aceves.The
Casefor ConcurrentReliableMulticastingUsingSharedAck
Trees.In

l f b ^ i i m ] c d `>b | xUy YWYoZ [ \ ] goi m ] _ , Boston,MA,
Nov. 1996.ACM.

[18] J.Lin andS.Paul.RMTP:A ReliableMulticastTransport
Protocol.In

l f b ^ i i m ] c d ` h v�v�v�h c | b ^ b g@} � � , pages
1414–1424,SanFrancisco,CA, Mar. 1996.

[19] A. Mankin,A. Romanow, S.Bradner, andV. Paxson.
h v z��y f ] \ i f ] _U| b f v*� _ [ Z _ \ ] c dXa�i [ ] _ � [ i,YZ [ \ ] ^ _ ` \Uz f _ c ` n b f \

_ c m x n n [ ] ^ _ \ ] b c l f b \ b ^ b [ ` , Jun1998.RFC-2357.

[20] S.McCanne,V. Jacobson,andM. Vetterli.Receiver-driven
layeredmulticast.In

l f b ^ i i m ] c d `:b |�q ] d ^ b g>g@} � � ,
Stanford,CA, Aug. 1996.ACM.

[21] J.Nonnenmacher, E. Biersack,andD. Towsley. Parity-Based
LossRecovery for ReliableMulticastTransmission.Inl f b ^ i i m ] c d `>b |,q ] d ^ b g:g~} � � , Cannes,France,Sep1997.
ACM.

[22] C. Papadopoulos,G. Parulkar, andG. Varghese.An Error
ControlSchemefor Large-ScaleMulticastApplications.Inl f b ^ i i m ] c d ` h v�v�vEh c | b ^ b g@} � � , SanFrancisco,CA,
March1998.

[23] R. Perlman,C.-Y. Lee,A. Ballardie,J.Crowcroft, Z. Wang,
T. Maufer, C. Diot, J.Thoo,andM. Green.SimpleMulticast:
A Designfor Simple,Low-OverheadMulticast,Feb. 1999.
InternetDraft (Work in Progress).

[24] S.RamanandS.McCanne.A Model,Analysis,andProtocol
Framework for Soft State-basedCommunication.Inl f b ^ i i m ] c d `>b |,q ] d ^ b g:g@} � � , Cambridge,MA, September
1999.

[25] I. Rhee,N. Ballaguru,andG. Rouskas.MTCP:Scalable
TCP-likeCongestionControlfor ReliableMulticast.Inl f b ^ i i m ] c d `>b | h v�v�vEh c | b ^ b g@} � � , New York, NY, March
1999.

[26] D. Rubenstein,J.Kurose,andD. Towsley. TheImpactof
MulticastLayeringon Network Fairness.In

l f b ^ i i m ] c d `>b |q ] d ^ b g:g@} � � , Cambridge,MA, September1999.

[27] J.H. Saltzer, D. P. Reed,andD. D. Clark.End-to-end
argumentsin systemdesign.

xUy Y@z f _ c ` _ ^ \ ] b c `>b cy b g,n Z \ i f:q � ` \ i g>` , 2(4),Nov. 1984.

[28] P. Sharma,D. Estrin,S.Floyd, andV. Jacobson.Scalable
timersfor soft stateprotocols.In

l f b ^ i i m ] c d ` h v�v�vh c | b ^ b g@} � � , Kobe,Japan,Apr. 1997.

[29] T. Speakman,D. Farinacci,S.Lin, andA. Tweedly. PGM
ReliableTransportProtocolSpecification,Aug. 1998.
InternetDraft (Work in Progress).

[30] UCB/LBNL/VINT. Network Simulator- ns(version2).
http://www-mash.cs.berkeley.edu/ns/.

[31] L. Vicisano,L. Rizzo,andJ.Crowcroft. TCP-likecongestion
controlfor layeredmulticastdatatransfer.In

l f b ^ i i m ] c d `:b |h c | b ^ b g@} � � , SanFrancisco,CA, March1998.

[32] K. YanoandS.McCanne.TheBreadcrumbForwarding
ServiceandtheDigital FountainRainbow: Towarda
TCP-FriendlyReliableMulticast.Technicalreport,
Universityof California,Berkeley, Oct.1999.

[33] R. Yavatkar, J.Griffioen,andM. Sudan.A Reliable
DisseminationProtocolfor InteractiveCollaborative
Applications.In

l f b ^ i i m ] c d `>b | xUy YWYoZ [ \ ] goi m ] _�} � � ,
SanFrancisco,CA, Nov. 1995.ACM.


