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In this paper, we propose a novel approach to computer mobility. Our approach allows
mobility to be rapidly deployed, as the networking infrastructure required for deployment is
available o� the shelf. Furthermore, a mobile node does not require modi�cations in order to
use these mobile services. While our approach provides rapid deployment and supports both
IP and non-IP protocols, only a subset of mobile usage scenarios are o�ered. In other words,
our approach does not solve all the problems of mobility. We discuss the characteristics of
mobility usage, and we list the scenarios our approach supports. We believe that the mobile
usage scenarios supported by this method are some of the more common usage scenarios.
We also believe that investigations into this method will provide more insights into network
and mobility research.

1 Introduction

As technology has matured and computers have be-
come more and more ubiquitous in our society, we
have seen the growth in popularity of laptop com-
puters and personal digital assistants (PDAs) like
the Psion, the Pilot, the Newton, and the Sharp,
in the workplace. Since these devices are portable,
many of them are carried and used on airplanes,
in cars, and in other non-traditional places. Con-
sider, for example, the number of portable com-
puters used on airplanes today, compared with the
number that were seen a decade ago. Staying con-
nected now goes beyond carrying a pager or even
a cellular telephone. Email is remotely accessible
around the world where Internet access is available,
lending a consistency of information access that is
not possible with our older communication meth-
ods. Though the current access mechanisms are
somewhat crude and clumsy, the need to have con-
tinuous access to email, and other tools for real
time collaboration, is growing.

Over the last few years, wireless and portable
telephones and computers have shrunk in size,
weight, and power consumption. The \Star Trek"
model of communication seems more and more re-
alizable. In fact, the current line of cellular equip-
ment produced by Motorola approaches the form
and mechanical functionality of the science �ction
show's communicator. Wireless support is avail-
able today for portable computers though still very
sparsely installed. Several new technologies on the
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market utilize the 900 MHz, 2.4 GHz, and 5.8
GHz frequencies in order to obtain unlicensed wire-
less connectivity. These multiaccess products allow
LAN-like interconnections among untethered users,
permitting these users to change interconnection
points with little or no change in their low level
con�guration.

With the growing utilization of wireless commu-
nication, several models of deployment and man-
agement of these wireless \loops", both for tele-
phony and/or data services, are being developed.
This experience has helped form several models for
mobile voice usage [18]. Models for mobile comput-
ing usage, on the other hand, are lacking. Intuition
con�rms the need for mobilizing computer commu-
nication, as mobile computing o�ers a broader set
of services than those provided by cellular voice
technologies alone. We need, however, to under-
stand the models of mobile usage in order to de-
velop applications that take advantage of the most
common user scenarios. Furthermore, we need to
deploy mobility rapidly, as the demand for mobile
services continues to grow.

The initial models of mobile computing usage
to date have been based on current cellular tele-
phony experience, intuition developed by observ-
ing deployment of today's technology for mobility
support, and current users' own predictions of their
mobility needs. These models may or may not be
accurate. We should use caution in setting the di-
rection for mobility development and deployment
based on this data. In this paper, we discuss an ap-
proach that allows mobility to be rapidly deployed
on a large scale. Once deployed, we can document



actual usage patterns, learn the habits and needs
of mobile users, and then use this information to
develop (or enhance) mobile applications.

1.1 The Wireless/Mobile Network
Architecture

The motivation for mobility in computer communi-
cation directly follows from the growing mobility of
our society: personal mobility, professional mobil-
ity, and military mobility. Along with the growing
desire for mobility, numerous issues and problems
have surfaced. Work has been done in the past in
support of mobility, especially in the military do-
main [19]. This work has laid a solid foundation for
today's emerging standards. These new protocols
and standards are emerging at many layers of the
OSI reference model.

� physical layer (L1) - the 
exibility of wireless,
both radio frequency (RF) and infra-red (IR)
standards [13], and wired standards [12];

� datalink/medium access layer (L2) - the
standardized architectures of point-to-point
topologies such as cellular telephone endpoints
and bridged wireless devices [12, 20];

� network layer (L3) - extending the point-to-
points across multiple, politically controlled
domains [16, 24, 25, 26];

� transport layer (L4) - producing and maintain-
ing the end-to-end services in the face of multi-
ple and di�ering error rates, wire speeds, and
latencies [3, 4, 7], and supporting standards
such as Dynamic Host Con�guration Proto-
col (DHCP) [9] and Service Location Protocol
(SLP) [31];

� application layer (L7) - whether the e�ects of
mobility in applications are visible or not [26],
and mobile applications such as the Coda �le
system [17].

Research is being done at each of the above
layers to optimize system level functionality and
some e�orts show promise. But, because of today's
sparse deployment of mobile computer communica-
tion systems, little hard data exists on mobile usage
scenarios and movement patterns. One example is
traces of telephone calls from vehicular tra�c used
for mobility calling and movement patterns are re-
ported in [14]. This telephone data, however, may
not be applicable to mobile computer communica-
tion. Although metropolitan and wide area mobile

communications are being o�ered through several
products such as the Ricochet network from Metri-
com, these implementations of wireless connectiv-
ity do not solve the mobile addressing problem.1

Users of the system are restricted in their use of
a permanent station identity.2 Until the Internet
mobility standards are complete and implementa-
tions of these standards are o�ered from major ven-
dors, speci�c data on mobile usage patterns will
be sparse, and applications that take advantage of
common usage patterns will be slow to appear.

1.2 Broadcast Groups and Early De-
ployment

In this paper, we �rst consider local area networks,
or LANs, mapped to datalink (L2) local broad-
cast groups [1]. We then propose a novel approach
for the implementation of computer communication
mobility. This approach, which uses existing stan-
dardized hardware and software without modi�ca-
tion to participating hosts, o�ers rapid deployment
of mobility for a subset of possible mobile usage sce-
narios and for a sparse population. Once a mobile
infrastructure is deployed, we can then begin to ob-
serve how mobile users communicate. In this work,
we assume mobile usage scenarios imply computer
communication and services with broader require-
ments than voice services.

This paper is organized as follows. In Section 2,
we propose using bridged broadcast groups for mo-
bility, and we discuss the scalability problem that
exists. Then, in Section 3, we consider the char-
acteristics of mobile usage. We present the back-
ground on Mobile IP and the mobility enabling
parts of IPv6 in Section 4. In Section 5, we describe
a novel approach that provides rapid deployment of
mobility, and we discuss the current status of this
work on the Georgia Tech campus. Future plans
and challenges are described in Section 6 and fol-
lowed by our conclusions in Section 7.

1Ricochet uses dynamic IP address assignment for mo-
bile nodes and the Post O�ce Protocol (POP) [23], a
proxy mail server architecture, for users' email access. No
permanent node address allocation is available except for
commercial customers using the Metricom gateway. See
www.ricochet.com for more details.

2The necessity of a permanent IP address for a host is not
universally accepted, but the convenience of this permanent
network layer identity is acknowledged by a large number
of experienced computer users. While a fully-quali�ed do-
main name provides support for permanent end host iden-
tity, problems exist with this mechanism in the mobile envi-
ronment today. Future work will discuss the use and mean-
ing of an IP address in this context.



2 Exploring an Example

Let us consider as an example an IP-based, cam-
pus LAN environment implemented with equip-
ment that creates a bridged network infrastruc-
ture.3 By de�nition, broadcast packets are passed
transparently across this bridged LAN and unicast
packets are delivered without assistance from an L3
router. Broadcast in this context implies selecting
destinations for packet delivery, not transmission
of electrical signals, i.e., delivery of the same data,
not the same signal, to multiple (all) stations trans-
parently.

If wireless base stations are deployed to cover
the bridged network such that transparent hand-
o� is supported, a wireless mobile infrastructure
is created. In this environment, no network layer
address changes are necessary when mobile nodes
relocate within the network. Node identity, based
on a static mapping of IP address to host name via
the domain name system (DNS) [21], is permanent.
This identity function is preserved across location
changes; that is, the bridged network supports any
appropriately assigned IP address at any point on
the local network through a 
at allocation of net-
work addresses [1].

In this environment, as long as a mobile node is
within range of a radio base station attached to the
bridged network, smooth, continuous operation is
possible. Since a campus network is generally un-
der a single political domain, access to services such
as printing, news services, email services, and the
Web are reasonably easy to architect. Many net-
work operating system companies have made for-
tunes building small o�ce support systems (albeit,
not using wireless) by exploiting such a bridged lo-
cal broadcast group environment, e.g., DEC's LAT
[11] and Microsoft's NETBEUI [6]. From the per-
spective of the application, the bridged implemen-
tation of a local broadcast group solves most of
the problems associated with mobility. Burst er-
rors and latency, due to fading and retransmission,
are not solved. However, these problems are due to
the use of wireless technologies.4 Adapting bridged

3Although the mobility mechanisms described in this pa-
per do not depend on IP, the ubiquity of the IP protocol
suite in today's networks makes support for IP in mobile
implementations necessary. Our examples describe an IP
network for this reason.

4In circumstances where a mobile node may conveniently
be disconnected from the network infrastructure during a
move, using 10bT Ethernet with RJ-45 connectors will re-
move the impact of these problems. For example, consider
students taking their laptops to/from classrooms and resi-
dence halls, going into sleep mode on the computer or pow-
ering down while they walk.

broadcast groups for wireless access is trivial, but
this technique is not necessarily scalable.

Very signi�cant problems exist in the scalability
of bridged networks. Generally, broadcast packets
are used to implement some of the services across
the bridged network (e.g., the Address Resolution
Protocol or ARP [28]). Although datalink bridges
limit the scope of unicast packets, there is no prac-
tical way to constrain broadcast packets other than
by limiting the size of the broadcast domain. There
is no speci�c recipe for maximum size of a local
broadcast group; however, experience has shown
that once critical mass is reached, generally in the
range of several hundreds of end hosts, \broadcast
storms" occur at some frequency.

There are several di�erent causes for broadcast
storms; most of which, however, are based on a sim-
ilar situation. One host transmits an L2 broadcast
packet which encapsulates an L3 header and data.
This packet is received by all other hosts on the
local network. The L3 address in this packet is in-
correctly speci�ed, which causes all receiving hosts
to re-forward the packet as an L2 broadcast packet.
Since the incorrect L3 address is not repaired before
forwarding the packet, the process repeats for each
of the received packets. This leads to an exponen-
tial growth in L2 broadcast packets on the local net-
work, until mechanisms in the network layer (like
TTL) dampen out these transmissions. Broad-
cast storms create problems for networks, as the
unbounded load produced can cause service out-
ages of several minutes' duration [1, 5]. In the late
1980's, the broadcast storm problem drove the sub-
division of bridged networks into smaller broadcast
domains. These local broadcast groups were then
interconnected at the network layer by routers us-
ing hierarchical addressing (implemented via some
form of subnetwork mask and broadcast address
for each network interface on the LAN) to simplify
routing tables. Since these routers did not forward
broadcast packets, the critical mass of the large lo-
cal broadcast domain was broken.

Moving beyond a single IP subnetwork solves
the local broadcast group scalability problem, but
breaks the mobility support desired. Current net-
work engineering practice encourages designs that
use multiple IP subnets and small local broadcast
groups. This subnetwork hierarchy, which implies
a �xed hierarchy of addresses as described above,
creates problems with mobile computer addressing.
Any node participating in a local broadcast domain
whose host IP address is not assigned from the
hierarchical address range speci�ed for that local
broadcast domain (from the same Class C block



of addresses, for example) cannot participate in
L3 communication with the other LAN connected
hosts, including the router connecting that LAN to
other networks, without modi�cations to its com-
munication protocol stack. It is this need to

modify hosts in order to maintain a perma-

nent host identity across changes in the ad-

dress hierarchy that has presented the great-

est challenge in implementing mobile com-

puting protocols.

Computer users who must stay connected when
they travel have used di�erent techniques in the
past to deal with this problem. Dial-in serial line
Internet protocol (SLIP) [29] or point-to-point pro-
tocol (PPP) [30] services permit a remote user to
maintain his or her assigned IP address, and there-
fore the address-to-namemapping, by utilizing long
distance telephone services. Using these cost per
minute services, however, can get expensive. A
dynamic implementation of the DNS system, aug-
menting DHCP services for temporary address as-
signment, has also proven useful for mobility sup-
port. (See [22] for a discussion of the tradeo�s in
supporting dynamic addresses over the Internet.)
This solution has problems for some mobile us-
age scenarios, due to the problems associated with
maintaining DNS cache consistency across the In-
ternet. Section 5.2 will discuss permanent and tem-
porary addresses in more detail.

3 Characteristics of Mobile

Usage

Much of the current mobile communication re-
search attempts to solve the general problem of
mobile usage, i.e., across all granularities of time
and distance. Under this general model, a mobile
user could maintain a TCP session across the lo-
cal network or across the country, while traveling
at speeds that would require changing the network
attachment point every few hours or every few sec-
onds. The complexity required to create this trans-
parent interconnection across this range of distance
and time is large. Since not every mobile usage
scenario has such varied requirements, this level of
complexity will be unnecessary for some users. In
the long term, this level of generality in provid-
ing mobility may prove necessary, so work should
continue in this area. In the short term, however,
other solutions to the mobility problem should be
examined, even if these solutions only enable the
most common mobile usage scenarios. These alter-
nate solutions should enable rapid deployment due

to lower complexity requirements and the use of
current o�-the-shelf components in creating the in-
frastructure. Also, any implementation will create
a breeding ground for improvements and advances
in mobility and associated technologies.
A survey of current computer communication ap-

plications (such as email, news, the Web, and of-
�ce automation tools) helps identify the parameters
(and their extreme values) for mobile usage scenar-
ios:

� distance traveled - the distance covered by the
user's movements - a mobile user only covers
a �xed, small distance while mobile (e.g., stu-
dents on a college campus during classes) OR
a mobile user travels an unbounded large ge-
ographical distance (e.g., a sales professional
traveling over a regional territory). This pa-
rameter determines the extent of the necessary
infrastructure deployment.

� duration at a single connection point - length
of time the user stays connected through the
same subnetwork point of attachment (SNPA)
- a user travels while disconnected, or only
maintains a connection when stationary (e.g.,
a professional working in an o�ce and then
migrating home before activating another con-
nection) OR a user traveling at a veloc-
ity which mandates changing SNPA relatively
quickly (e.g., moving through a picocell infras-
tructure or traveling in a car or airplane while
connected).

� session length - total active session length -
short active session length (e.g., a user con-
nects, sends an email message, and discon-
nects) OR long active session length (e.g., a
user downloads a large �le).

One interesting relationship in the above parame-
ters is the ratio of session length to duration at an
SNPA. If the session length is shorter than the time
between network connection point changes, a user
may be mobile and yet perceived as stationary.

We discuss this relationship further in Section 5.2.

4 Mobile IP and IPv6

Mobile IP [24], a standard for mobility in the IPv4
Internet, and the mobility enabling parts of IPv6
[8, 16] de�ne mobility around four separate compo-
nents:

� the mobile node - a mobile computer contain-
ing a modi�ed communication protocol stack.



These modi�cations allow the mobile com-
puter to mimic being on its home network
while away from home.

� the home agent - a host on the mobile node's
home network that proxies for (represents) the
mobile node when it is away from home. The
home agent maintains registration information
for the mobile node, tunnels information for
the mobile node to the foreign network, and
responds to address resolution queries for the
mobile node on the home network.

� the foreign agent - a host on the remote net-
work that enables the mobile node to obtain
local access to the \foreign" network and to
register with its home agent. This function
may be incorporated into the mobile node it-
self by using DHCP [9] to obtain a temporary
local LAN address for the mobile node.5

� the correspondent node - any host, either �xed
or mobile, that is communicating with the mo-
bile node. Route optimization, an option for
Mobile IP, can facilitate direct communication
with the mobile node, rather than mandate
that tra�c be routed through the home agent
to the mobile node (see [15, 27] for details).
In other words, a change to the correspondent
node is needed to enable it to communicate
directly with a mobile node.

The best case scenario for Mobile IP occurs when
the correspondent node has implemented route op-
timization. In this situation, the correspondent
node may receive binding updates from the mobile
node, i.e., packets which specify the SNPA (tempo-
rary address) of the mobile node. The correspon-
dent node then updates its local routing informa-
tion allowing packets to be routed directly to the
mobile node bypassing the home agent.
Although Mobile IP implements the most general

case of mobile usage, it requires modi�cation of ev-
ery host that plans to be mobile. Furthermore, with
some current implementations of Mobile IP, an ex-
change of data between network managers on both
the home and remote networks is necessary to set
up the authentication required for the home agent
[24] and DHCP services [9]. In the following sec-
tion, we propose a new model for mobility support

5The two addresses used by Mobile IP, one permanent
and one temporary for the same network node, represent
the core of a discussion on the meaning of an IP address in
an IP internetwork (especially in relationship to mobility).
The IP address may represent the permanent network layer
identity of the node or it may identify the temporary SNPA.

that will match the major performance character-
istics of Mobile IP in an L2 implementation and
simplify mobile usage for some mobile scenarios.

5 A Novel Approach

Many of today's standard LAN protocols have been
designed to utilize broadcast delivery. Aloha, Eth-
ernet, token ring, and others rely on this feature
for their functionality and simplicity. Since mul-
ticast addressing can be viewed as a subset of
broadcast, an implementation of multicast commu-
nication provides a special case of local broadcast
groups. The consistent feature of all these group
implementations is that every station in the group
receives the same packets (though not necessarily
the same electrical signal6). Therefore, protocols
such as ARP function properly, regardless of the
geographic distribution of the broadcast domain.
One new protocol that supports LAN emulation
through distributed broadcast domains has been
standardized by the ATM forum: LAN Emulation
(LANE) [1, 10]. LANE was created to smooth the
transition from legacy network standards, such as
Ethernet, to end-to-end ATM services. Though it is
still questionable whether ATM end-to-end services
will prove to be generally viable, LANE has found
a niche in many campus networks. On many cam-
puses, LANE is used to tie Ethernet, token ring,
and native ATM nodes together through an ATM
campus backbone network.

With the current deployment of regional ATM
networks and with LANE 1.0 available on many
campuses, a �xed network infrastructure for rapid
deployment of mobility support is realizable. We
discuss further details of the LANE implementa-
tion in Section 5.1. In Section 5.2, we describe the
similarities between Mobile IP and the LANE pro-
tocols. These similarities allow a LANE implemen-
tation on an ATM network to function as part of a
mobility enabling infrastructure. (This infrastruc-
ture, as stated earlier, only provides services for
a subset of the several possible mobile usage sce-
narios. For other mobile usage scenarios, modi�ca-
tions to the LANE implementation would be nec-
essary. We address some of these modi�cations in
Section 6.) In Section 5.3, we describe the current
status of our proposed infrastructure pilot testing.

6L2 bridges allow store and forward delivery of a packet
to all stations on (perhaps multiple) interconnected Ethernet
segments. The electrical signaling path is broken to separate
the collision domains.



5.1 The LANE Technology

LANE 1.0, besides allowing ATM attached hosts
to directly participate in a logical IP subnet (LIS),
maps legacy network protocols (e.g., Ethernet, etc.)
to ATM. LANE implemented on network edge de-
vices (ATM to Ethernet converters, basically) sup-
ports Medium Access Control (MAC) bridging over
ATM [1]. LANE utilizes a LAN emulation client
(LEC), a LAN Emulation Con�guration Server
(LECS), a LAN Emulation Server (LES), and a
Broadcast and Unknown Server (BUS) to imple-
ment broadcast domains across ATM virtual circuit
infrastructures.
A LEC (LANE client) is identi�ed by a unique

ATM address; the LEC is also associated with one
or more MAC addresses, possibly mapped to hard-
ware Ethernet ports on the LEC, which are reach-
able through the unique ATM address. The LEC
provides a LAN service interface to any higher layer
entity. The LES (LANE Server) ful�lls the control
function for a particular Emulated LAN (ELAN).
For each ELAN, there is only one logical LES. If a
LEC belongs to a particular ELAN, then the LEC
has a control relationship with that ELAN's LES.
Each LEC is associated with only one LANE

BUS (Broadcast-and-Unknown Server) in an
ELAN. Each BUS is a multicast server that pro-
vides two services:

1. 
ood unknown destination address tra�c, and

2. forward multicast and broadcast tra�c to
clients within a particular ELAN.

All ELANs in a particular administrative domain
are served by one LECS (LANE Con�guration
Server). The LECS assigns each LANE client to
an ELAN in the domain, by directing the LANE
client to the LANE server that corresponds to the
ELAN. If the LES is statically con�gured into the
LEC, then the LECS is not necessary for the oper-
ation of the ELAN.
Communication between the LANE components

is implemented with virtual circuits (VCs). VC
connections are created from each ATM device to
the LES/BUS for control and address resolution,
i.e., MAC to ATM address mapping. Broadcast
and multicast packets are transmitted by replicat-
ing them (
ooding7) across multiple VCs; data be-
tween two LANE clients traverses a VC that in-
terconnects these two LANE clients. We assume

7Flooding in this instance refers to the retransmission of a
received data packet over multiple outgoing interface ports
(physical or virtual) concurrently, implementing a type of
broadcast functionality.

that each LEC has been precon�gured with the
appropriate LES address and no communication to
the LECS is necessary. Figure 1 illustrates commu-
nication in a LAN emulated with LANE 1.0 over
an ATM backbone network. The following VCs,
shown in the �gure, are created:

1. VCs between LEC and LES for control of one-
to-one communication (e.g. ARP requests)

2. VCs from LES to LECs for control of group
communication (e.g. ARP replies)

3. VC from LEC to BUS for multicast send from
a LEC (original multicast frame for replication
to all LECs)

4. VCs from BUS to LECs for multicast forward
(replicated multicast frames retransmitted to
all LECs)

5. VC between two LECs for direct data ex-
change

5.2 The Example Reconsidered

We now re-consider the example described in Sec-
tion 2. ATM devices are utilized for backbone
infrastructure across many campuses, and even
across a few regions. At appropriate places on
a campus, or on multiple campuses, standardized
wireless base stations could be placed on the Logi-
cal IP Subnet (LIS) which utilizes LANE over the
ATM backbone. Mobile computers that have the
appropriate wireless equipment installed can then
participate in the emulated LAN across the entire
infrastructure. To participate, no change in the
mobile computer's con�guration is required.
In a network where hosts are connected via ATM

interfaces utilizing LANE, a system of services can
be architected so that major services (such as mail,
news, web proxy, time, and name services) can ap-
pear on many di�erent LANE subnets. With this
scenario, much of the tra�c of a subnetwork can
be kept local to a geographically distributed LANE
subnet. This localization of tra�c can be used to
optimize a mobile subnet at the expense of main-
taining state for di�erent LANE subnets on the ma-
chines providing services.
The LANE components map fairly closely to the

Mobile IP components:

� the mobile node = a mobile computer with-
out a modi�ed communication protocol stack
connected through a LEC edge device via Eth-
ernet or a wireless interface (such as Wavelan
or Proxim);
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Figure 1: Virtual Circuit Mapping without LECS.

� the home agent = the LAN Emulation
Server(LES), which manages security and per-
forms ATM to MAC address mapping, and the
Broadcast-and-Unknown Server (BUS) which
participates in IP address resolution functions
on the subnet;

� the foreign agent = the LAN Emulation Client
(LEC), which manages bridge tables of MAC
addresses; and

� the correspondent node = any host, �xed or
mobile, that is communicating with the mobile
node.

Mobile IP de�nes two network layer (L3) ad-
dresses for a mobile node: a permanent IP ad-
dress (a network layer identity that is mapped to
the fully quali�ed host name, e.g., x1.ferd.com,
through DNS) and a temporary IP address (a sub-
network point of attachment - SNPA). LANE con-
nected stations have a single L3 address mapped
across SNPA changes to multiple L2 (ATM emu-
lated datalink) addresses. This di�erence in IP ad-
dress mapping is signi�cant. To illustrate this dif-
ference, we compare Mobile IP to the ATM LANE
1.0 implementation of mobility. Consider a mobile
node M which has implemented Mobile IP and has
a permanent IP address of w.x.y.z issued by M's
home network administrator, and a temporary IP
address of a.b.c.d issued by some foreign network
that supports Mobile IP. In this example, we as-
sume that both w.x.y.z and a.b.c.d are drawn from

a Class C address space. This mobile node M, in
general, may communicate in three di�erent sce-
narios8:

1. Mobile node M, either on its home network
or on a foreign network, communicates with
correspondent node P. P may be either mobile
or �xed. Both M and P have permanent IP
addresses assigned from M's home network. In
other words, both M and P have IP addresses
with the same network part, w.x.y.

2. Mobile node M, while away from home and
attached to a foreign network, communicates
with correspondent node P. P may be either
mobile or �xed. P's permanent IP address has
the same network address part as the tempo-
rary address assigned to M on the foreign net-
work. In other words, M's temporary address
and P's permanent address have the same sub-
network part, a.b.c in our example, and are
thus on the same subnetwork.

3. Mobile node M, either at home or away from
home, communicates with correspondent node
P. P may be either mobile or �xed. Neither
P's permanent (or temporary, if mobile) IP ad-
dress bears a relationship to either M's tempo-
rary or permanent IP address. P is a station

8One other scenario exists, i.e., both M and P are mobile
and both are on the same foreign network with temporary
addresses from the same network space. This scenario is not
relevant to this discussion and, therefore, ignored.



that bears no relation to M's home or foreign
network (q.r.s, for example).

In Mobile IP, if the mobile node is away from
home, all three scenarios above require active par-
ticipation from the home agent, unless route opti-
mization is implemented on the correspondent host
and a cached address is available. In LANE, when
both stations are in the same LIS (the �rst scenario
above), a VC between the two LECs allows direct
communication between the mobile node and the
correspondent node, without intervention by the
LES/BUS or a router. In other words, with LANE,
all communication is handled via L2 data trans-
fer in the �rst scenario above, even if the mobile
node is away from home. In the second scenario,
since there is no temporary IP address with the
LANE implementation, a station must go through a
router (L3) to communicate with the mobile node.
This situation will change with coming protocols
like Multiprotocol over ATM [2], which implements
a \route once, switch many" model. In this ap-
proach, a \cut thru" path is learned after the �rst
packet is routed, short circuiting the path between
source and destination nodes on the same ATM in-
frastructure. When the third scenario occurs (i.e.,
the two communicating stations are on di�erent
logical IP subnets not interconnected via a com-
mon ATM infrastructure), the use of the \home"
L3 router is necessary in LANE today. This situa-
tion is worse than that for Mobile IP, since a mobile
node in Mobile IP can send tra�c directly to the
local station9.
The above scenarios illustrate that the LANE im-

plementation of mobility is optimized for communi-
cation between nodes in the same LIS. Past tra�c
patterns show that tra�c sources usually send to
destinations that reside on the same IP subnetwork
(e.g., LANE subnetwork) [25]. Even where new ap-
plications like the Web change usage patterns, dis-
tributed storage, like Web caches, will bring signif-
icant amounts of this tra�c back to local network
attached devices. Thus, it is important to explore
the performance of our LANE solution to the mo-
bility problem.
Slow moving mobile nodes, and nodes that do

9A Lane 1.0 Phase 2 Protocol implements redundant and
replicated LES/BUS functions. This addition removes the
single point of failure that resides in the LES/BUS but does
not resolve the need for multiple entry/exit points to route
tra�c for a broadcast group. Route optimization requires
the modi�cation of every correspondent node or the imple-
mentation of IPv6 with the mobility enhancements on each
correspondent node. Until this becomes common, the dis-
advantage of this single entry/exit point may be acceptable
when utilizing LANE.

not maintain a session during movement to an-
other LEC will bene�t from the LANE mobility
approach. The complexity of the mobility infras-
tructure is contained in the emulated datalink foun-
dation, which is built from the underlying ATM
services. Since this is a standardized, o�-the-shelf
implementation, the cost to obtain mobility sup-
port should be much lower than the cost of using
special purpose devices and software. Furthermore,
since LANE is already supported on many cam-
puses, there is little added management burden to
support mobility on the existing infrastructure.

One constraint in the LANE implementation is
due to the scaling problem discussed in Section 2-
the emulated LAN must be \sparsely populated"
with mobile nodes to avoid broadcast storms. (How
sparse the emulated LAN must be needs to be de-
termined in practice.) The possibility of virtual
circuit depletion also constrains the size of the em-
ulated LAN, due to the high rate of virtual cir-
cuit consumption with current LANE protocols.
We believe, however, that the maximum size for
this emulated LAN is \large enough" (i.e., encom-
passing several hundreds, possibly even thousands,
of stations distributed across several tens or hun-
dreds of SNPAs in a large geographical area) to per-
mit broader work on mobility enabled applications.
These emulated LANs can be overlaid, for example,
on high performance national networks such as the
National Science Foundation's Very high perfor-
mance Backbone Network System (vBNS). In other
words, these emulated LANs can be used to cre-
ate several separate administrative domains, each
of which provides mobility support for the several
hundred mobile users attached. Though mobility
between the di�erent administrative domains is not
solved directly, the utility of having several large
deployments of mobile users should create the crit-
ical mass necessary to discover the habits and needs
of mobile users.

The largest bene�t from this proposed implemen-
tation is that no modi�cation to mobile nodes and
correspondent nodes is needed. This architecture,
though not viable long term without changes, will
support many of the common mobile usage scenar-
ios discussed in Section 3. Speci�cally, precon�g-
ured geographically distributed LANE subnetworks
can transparently support applications from mobile
nodes when the total session length (S) is shorter
than the time between subnetwork point of attach-
ment changes (T), that is, when the ratio of S/T is
less than or equal to one. S could represent more
than one completed session as long as no session is
ongoing during a change in the subnetwork point of



attachment. For example, a corporate sta� mem-
ber working at home can create multiple (perhaps
long) sessions from that attachment point. The
sta� member can then close out any open sessions,
move to the o�ce (even if the o�ce is in another
region), and create multiple (perhaps long) sessions
from the new attachment point while in his/her of-
�ce. The sta� member cannot, on the other hand,
create a session that continues to function during
movement, unless the movement is across ports on
the same LEC device via a wireless interface.

5.3 The Present Situation

In the fall of 1997, Georgia Tech initiated a Student
Computer Ownership program that has grown to
more than 5000 student owned nodes. These stu-
dent computers are connected by a LANE enabled
Ethernet to ATM infrastructure. Recently, a re-
gional implementation of the Internet2 initiative,
called the Southern CrossRoads (SoX), began rapid
deployment across thirteen Southeastern states and
the District of Columbia. (See www.internet2.org
and www.sox.net for details on these two initia-
tives.) The SoX network consists of high speed (at
least STS-1) SONET links tying ATM switches to-
gether. It forms a virtual circuit based network
that can support LANE subnetworks across multi-
ple campuses. With students taking their laptop
computers to class, and regional university sta�
taking their laptop computers to other campuses
for network planning and applications research, the
motivation to enable computer mobility across both
the Georgia Tech campus and the region has risen
greatly. With the SoX network, the infrastructure
to provide this desired mobility support regionally
is becoming available.

Georgia Tech's campus network backbone, GT-
Net, currently supports more than 128 logical IP
subnetworks. These logical IP subnetworks are im-
plemented through LANE 1.0 broadcast groups.
More than half of these subnetworks are distributed
through the residence halls; the other half are de-
ployed through di�erent colleges and schools on
campus. Over the past 15 months of operation,
there have been few problems with these emulated
LANs. Currently, we are deploying several wireless
trials in buildings across Georgia Tech, and possi-
bly between several campuses, to provide transpar-
ent mobility to users over the LANE subnetworks.
These wireless additions will o�er mobility services
to users across the region, i.e., users able to connect
to the wireless LANE subnetwork.

6 Future work

There are several issues to resolve to complete the
functionality of our proposed implementation, i.e.,
utilizing LANE protocols to implement mobility.
First, the mapping between MAC layer addresses
and ATM addresses is kept in a Content Address-
able Memory (CAM) on the LES. When a mobile
device moves from one LEC to another, this CAM
mapping must be updated. If this update is not
completed quickly, then continuity of the session
can not be provided. Some LANE systems imple-
ment a �ve minute cache 
ushing algorithm to re-
move old entries in the cache. On other equipment,
a link status change on a port causes the cache to
be 
ushed immediately. Early data captured dur-
ing an example host move indicates that the ad-
dress tables on this equipment are correct within
approximately one minute after a move. This delay
may be acceptable when users travel, for example,
between work and home without an active session.
However, for users that desire a continuous session
during movement, or users requiring a cache update
under one minute, this delay may be unacceptable.
In other words, a user must currently disconnect
for between one and �ve minutes when moving to
another LEC. When a mobile node moves from one
Ethernet port on an edge device (LEC) to another
port on the same LEC (see Figure 1), only the local
MAC bridge table entries must change. To update
the bridge table, the cache entry must be deleted
(1 - 5 minute timeout) or the mobile node must
transmit a packet (standard bridge table manage-
ment). Until this update is transmitted or the time-
out event has occurred, packets destined for the re-
cently moved station will be incorrectly delivered.
Once a timeout has 
ushed the bridge cache, pack-
ets from new addresses are 
ooded to every port on
the bridge in the normal way.
A second issue is virtual circuit hando�. This is-

sue needs further investigation, as we want to gen-
eralize our implementation to include more mobile
usage scenarios. The ATM forum has instituted a
working group to create a Mobile ATM solution;
this working group is addressing the virtual circuit
hando� issue. Considering solutions to the CAM
and VC hando� problems is a target for future
work, as is the issue of the single router port han-
dling the entire distributed subnetwork.

7 Conclusions

There are many desired mobile usage scenarios that
are directly supported by our LANE/wireless de-



sign. Other scenarios are not easily implemented in
this environment due to TCP's response to bursty
errors being mistaken for network congestion, vir-
tual circuit hando�s, and cache consistency across
multiple LECs. Similar problems motivate research
in both Mobile IP and Mobile ATM.

The major motivation behind this work is to re-
move some of the complexity of mobility from the
end hosts and place a (probably small) burden for
mobile support on the underlying network. Adding
this support inside the network, however, could im-
pact network scalability. To avoid scalability prob-
lems, Internet protocol designers and implementers
have gone to great lengths to keep the network
\dumb" and put the necessary intelligence in the
attached hosts. This design has allowed the Inter-
net to scale well, even as it experiences tremendous
growth. Mobile IP and the mobility enabling parts
of IPv6 require host changes, which allow network
designers to continue to build \dumb" networks. In
this work we investigate an alternative approach:
adding mobility intelligence to the network infras-
tructure. Placing intelligence inside the network,
at least around the edges of the backbone that
provides mobility services, should enable mobility
while keeping the scaling problem manageable. If
the amount of information maintained inside the
network necessary to enable this mobility can be
kept compartmentalized in these edge devices, the
scalability of the Internet will not be adversely af-
fected.

We are not suggesting that the motivation for
continued work on Mobile IP and Mobile ATM has
changed. A solution to the general problem of mo-
bility may be important in the long term. Our
implementation approach is important for the in-
terim period; that is, we want an inexpensive mo-
bility infrastructure that can be deployed rapidly.
On campuses where a signi�cant number of stu-
dents purchase laptop computers, the cost di�eren-
tial to modify software on a per host basis versus
supporting mobility on the network itself is dras-
tic. Since laptop mobility support is possible with
o� the shelf, standard protocols that are currently
supported on campus networks, the time to obtain
mobility support is greatly reduced. Once comput-
ers are mobilized on campuses, we can learn a lot
about habits and needs of those mobile users. This
information is vital for applications to take advan-
tage of common mobile usage patterns.
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