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Abstract

Using ATM networks as the switching fabric for interconnectiAfjls and MANs means that a strategy for
bandwidth allocation must be developed to map connectionless traffic in the LAN/MAN to thee#wiovk
which is essentially connection-orientebhis paper presents a bandwidth allocation algorithm based on
bandwidth advertising and burst dreghen overflow occursThe performance is evaluated by simulation and
shown to reduce Burst Loss Rate significantly.
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1. Introduction

Asynchronous transfer mode (ATM) networks have beieely touted as the switchirfgbric thatwould
interconnect LANs andVlANs. This would allow LAN and MAN services to bextended geographically.
However there is a bandwidth allocation problem at the LAN/MAN AN interconnection point since most
LAN/MAN traffic is connectionless andTM network is basically connection-orienteésbbme meansust be
derived to map the bursty connectionless traffic on to the connections provided by the ATM switching fabric.

2. Previous Work

Various approaches havieeen proposed to deal with the bandwidth allocation problem in the
interconnection of LAN/MAN andATM. One scheme is tose semi-permaneiirtual Paths (VP)between all
InterWorking Unit (IWU) pairs toform a full mesh. However, thschemesuffers from a number of problems.

As the size of the network increases, the numbevRsg grows rapidly. Since eachATM switch needs to
maintain a VP table, theverhead from large VRables may be unacceptable in a laREM network.
Bandwidth allocation of th&Ps is also groblem in thisapproach. Ifixed maximum bandwidth is allocated to
eachVP, bandwidth wastevill be unacceptably high. To alleviate this problem, a number of approaekies
been suggested. Two common ones are dynamic bandwidth renegotiation and bandwidth advertising.

In the dynamic bandwidth renegotiation scheme, a small bandwidth is allocated to each VP initially.
When traffic exceeds the allocated bandwidth, the reserved bandwidth will increase through bandwidth
negotiation. Similarly, the bandwidth of the VP will decrease as the traffic volume decreases. The main purpose of
this scheme is to fully utilize the available bandwidth.

Mongiovi [1] proposed assigning a 'peak’ bandwidth to each VP and a number of buffezs|\idU.

When theburst trafficexceeds the reserved bandwidth,daéawill overflow into thebuffer. Asthe queue in the
buffer exceeds &ertain thresholdevel, the bandwidth renegotiation mechanism will be triggered to resemnee
bandwidth. On the other hand, the allocated bandwiilttibe decreased as the queue in tinéfer dropsbelow



the lower threshold level. The reserved bandwidth inidlestate isgenerally set to a small value $uat
renegotiation occurs frequently. This can leadubstantiarenegotiation overhead. Thesiee also anumber of
problems with thisapproach. Avery large buffer is usuallpeeded taaccommodatédursty traffic. Bandwidth
negotiation takes time, arabnsumeresources at th&TM switch. Finally, determining the threshold level for
bandwidth increase and decrease is very criticalhégily dependent on theaffic pattern,renderingaccurate
estimation quite difficult. An alternative is to usefast reservation scheme. Whikhis schemehas its
advantages, the IWU mukhow the bandwidth requirement of therst traffic inadvance in order tonake
reservation, which again is a difficult task [3].

It is possible to alloviraffic to enter into theATM network instead of staying in the buffer if there is
enough residual bandwidth in the path. Variations of this approach has been proposed by Gerla [2,3] and Crocetti
[4,5]. The advantage of this approach is tbaerall delay is lowered since bandwidth reservation and
renegotiation time is reduced. However, a Bandwidth Advertising mechanism must be set up to provide up-to-date
residual bandwidth information to each IWU. The effectiveness of¢hisme depends heavily on the bandwidth
advertising strategy. If updatese not handled frequently enough, it is possitdethe network to bdlooded
with excess traffic.

3. Proposed Approach

In this section, a modification tGerla's Bandwidth Advertising (BA9cheme will beproposed. This
paper will use his netwonkodel tofacilitate comparison. Detailedodels of the components in the netwaik
be examined before the presentation of simulation results in the next section.

3.1 Overall Network Model for BA Scheme
The overall network topology is shownhig. 1. Forthe purpose of this study, well only focus on a
single150 Mbps ATM trunkine, and the system is simplified infoatdepicted inFig. 2. Thewhole system can

be divided in 5 components: theffic source, gateway fdioregroundtraffic, background traffianultiplexer,
ATM switch and data sink.
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Fig. 1 Overall Network Configuration

Both connectionless and connection-orierttadfic areincluded in the model. Sinatata in LANs and
MANS are predominately connectionless in nature, such traffic is considered as foreground traffrmention-
orientedtraffic modeled adackground traffic. Theumber of foreground VPs is varied to repregtifierent



traffic loading levels, an@.1 Mbps isallocated for each foregroundP. There are 3 background traffic VPs for
the ATM switch. Ten bursty traffic sources are connected to each foreground and background VP.

Fig. 2 also bows theATM switch with a Bandwidth Advertising Center. The bandwidth advertising
interval is set to a certain number a#ll transmission times, whemne celltransmissiortime is the time to
transmit an ATMcell on a150 Mbps trunkine. Abusive cells i.e. celhatexceeded thallocated0.1 Mbps for
each VP are marked, and only sent if there is excess advertised bandwidth.

The ATM switch uses threshold buffenanagement. The cdiiuffer size is 50 in the switctwith
threshold level set to 40. When the threshold level is exceeded, incoming marked cells will be dropped.
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Fig. 2 Simplified Network Model Showing Bandwidth Advertising with Cell Drop Detection
3.2 The BA-Drop Scheme

While the BA scheme has been shown to be effective, a number of enhan@emeuoissible. It haseen
pointed out by researchers that policing functions should consider higher lezbigrattion in discardingxcess
traffic. [6] In manyapplications, discarding a certain number of cells renders the eataebursuseless to the
end-user. This is becausalata bursimay represent an integral unit such as a graphics object. lcases it
may be preferable to discard the entire burst.

The idea that Burst Loss Rate (BLR) is more significant than CellRags (CLR) ighe key idea in our
proposed scheme. We propose to make a very simple modification to the BA schemeATIM thwitch, a
feedback signal is sent back towards titadfic sourcewhenever cellare being discarded. The gateways|
thendrop all thefollowing cells in the 'violatindburst'. Since it is not possible to identify@articular burst, the
current burst inthe gateway will be considered as belonging to the damst. Cells in the saméurst that
precedes cell drop detection will of course pass through to the ATM trunk line.

The networkmodel ofBandwidth Advertising with CelDrop Detection (BA-Drop) is shown ifig. 2.
Note the gateway is used for foreground traffic only. The gateway concentrates bursty titadfiETivl switch.
It consists of two portions, the gateway multiplexer and gateway processor. The multiplexer concentrates
incomingtraffic, whereas the gateway processoplements the required policing functioithe structure of the
gateway is shown in Fig. 3.
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Fig. 3 Gateway Structure: BA with Cell-Drop

The structure of the ATM switch is depicted in Fig. 4. The switch consists of four portionsmodelr
the ATM switch multiplexer, buffer, bandwidth advertising center and drop signal handlerthidbtee ATM
switch multiplexer contains an access control function for discamtiatked cells from foregroun¥Ps.
BackgroundVPs, onthe other handare not policed. The bandwidth advertising center is assumed to use
dedicated network channels to convey control signal in real-tifie bandwidth advertisingiethod described
and evaluated in Crocetti's original paper [5] is used in our simulation.
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Fig. 4 ATM Switch Structure
4. Simulation Model

The performance of the BA-Drggzheme is studie@ind compared with the original B&hemeusing the
network modeland configuration described in the previous section. The simulat@doneusing OPNET, a
proprietary graphical simulation package.

Two types of traffic(connectionless and connection-orientath modeled inthis study. Both types of
traffic sources areepresented by an on/off model. Active period, in wtsolirces transmit at peakte, is
interleaved with idleperiod, in whichsources remain silent. Active and silent perias exponentially
distributed. The on-off typdursty source ishown in the diagram below (where tipeilses' arecells) and
characterized by the following parameters:



burst silence

Bp
L L(b-1)
Bp ; peak bit rate (number of bits / time duration of burst)
b ; burstiness - defined as the ratio of peak bit rate Bp to mean bit rate
L ; mean burst duration - in term of ATM cells. (53-byte long)

In our simulation, it is assumed that an appropriate mechanism is available to determine the boundaries of
a burst.Various mechanisms have been proposedrésearchers that map upper lagatities such asideo
frames orTCP packets tocell level 'bursts'. Oneresearcher, for instance, uste ATM-layer user-to-user
(AUU) parameter in th&TM cell header as an end-of-packet delimiter inattiempt to mapl CP packets to
cells. Suchschemes would allow the switch doop cells of a violatindurst (i.e. TCP packet) until the AUU
parameter is set in@ell [8]. However, which mechanism is usknl implementingburstdelimitation is not the
focus of this paper: oumain objective is to investigate, givehat suchmechanismsare available, the
effectiveness of a simple mechanism that would improve the BLR for the well known BA scheme.

Each gatewayair maintains a 'thinVP, which supports 10 bursty traffic sources. the foreground
traffic, the parameters are assumed as Bp = 10 Mbps, b = 50 and L = 200. Each thin VP is rated at 0.1 Mbps.

There arethree conventional/Ps, each of whichaccommadatesten backgroundraffic sources. The
background connection-orient&affic is carried by VirtualConnections, whiclre statisticallymultiplexed with
each VP. The bandwidth required for each VP to guarantee Grade of $&@i6¢ in terms otell lossrate, for
a givenset of input traffic parameters is calculated usivegUniformArrival and Service (UASjnodel[7] for
the finite buffer case. The parameters are assumed to be Bp = 5 Mbps, b = 10, and L = 100.

As for background sources, each background VP is allocated a fixed bandwidth. Based on the parameters
specified and the UAB0del,26.236 Mbps areeededor each background VP to guarante€@sS (Grade Of
Service) of 1P with an ATM buffer of 50 cells. These values are basically the same as that in Crocetti's original
study [5] to facilitate comparison.

5. Simulation Results
5.1 BA-Drop Scheme

The performance of the BA-Dragchemeand the original BAschemeare shown inFig. 5(a) and 5(b)
with the bandwidth advertising interval setlf@00cell transmission times. It is foutkdatwhile overallCLR is
higher for the BA-Drop scheme, BLR is considerably reduced, especially at heavy load. To |baiwirtihe BA-
Drop scheme achieves thessults,the CLRs inboth the gateway and the switare collected andireshown in
Fig. 5(c) and 5(d) respectively. In Fig. 5(snce there is no callrop mechanism in the original BA scheme, the
CLR in the gateway is zero. On the other hand, when BA-Drop scheme is used, the CLR in the gateway increases
as the number of VPs increases. However, this is not really a problem since nearly all of the drogpsdncells
to bursts whose cells are already being dropped in the switch.

The advantage of dropping the cells in the gateway using the BAdohmme is showalearly in Fig.
5(d). Muchfewer cellsare dropped in the switch in the BA-Draggzhemethan the original BAscheme since
excess cellare alreadydropped in the gateway. Dropping cells in the gateway is much preferred to dropping
them in theswitch, particularly athe burstlevel since the celldropped in a switch typically belong to different
burstsdue to multiplexing. As &esult,though theotal CLR forthe BA-Dropscheme is highehan that for the



original BA scheme, thotal BLR islower for the BA-Drop schemelhusthe objective in devising the scheme,
namely the reduction of burst loss, has been achieved. Another salutary effect of the scheme is shown in Fig. 5(e),
which shows that the BA-Drop scheme can help to reduce cell delay when the load is heavy.

5.2 Bandwidth Advertising Interval

To investigate the performance of these schemes in depth, we samegarameters in thechemes.
One of theparameters is the bandwidth advertising interval (BAIl). In Fig. 6(a)-(d), the effect of varying the BAI
is shown. In Fig6(a) and 6(b)when theload is light (no. ofVPs=30), boththe total CLR and BLRincrease
when the BAlincreases. Thiphenomenon isasy to understaniVhen the BAlincreases, the informatiabout
the congestion level of thewitch in the gateways is not updated frequently enoudiis meansthat when the
switch becomes congested, the gateways will not reduce their token genexaiamdslow down thetraffic
volume passing throughhem until they receive the next bandwidth advertisements which may blat®do
remedy thesituation. The argument can berified by theresultsshown inFig. 6(d). As the BAI increases, the
CLR inthe switch increasesharply. Thecongestion is ilurn propagated back the gateways through tloell-
drop mechanism; hence tlgateway shows an increase (although less pronounced than at the sw@ti. in
This effect is shown in Fig. 6(c).

A similar trend is observed when the traffic loading is heavy (no. of VPs =48®%) oHowever, when the
number of VPs is large, an interestieifect is noted when BAI ismall. One would expethat the CLR and
BLR would decrease as BAI becomes quite sifadbut 1000 to 2000ell transmission times), since frequent
advertisements help to keep thateways up-to-date. In reality, as Fig. 6(a)-(d) shows, G&R and BLR
actually increase for small values of BAI. The reason is that although the gateways can respauhgestion
level of theswitch promptly for small BAlgueue oscillations wilbccur in the switch.All the traffic flow from
the gateways will shrink simultaneously when a short burst arrives at the switch causingsiakenly advertise
a drastically-reduced bandwidth. Similarly, traffidl surge into the switciwhenthere is a shorsilence. The
basicproblem isthat at such amall BAI, the advertised bandwidth is simply aoturateenough. Moreover,
with everybroadcast obandwidth information there is a period of instability, and with a small BAI the system
does not stabilize. As result,the bandwidth efficiency will be reduced and tbes ratiowill increase. This
observation is further demonstrated by the CLR in the switch, shown in Fig. 6(d).

Hence, we findhat optimum BAI values exist for different values @P. When thetraffic loading is
light, frequent bandwidth advertising causes no harm. Whetnatffie loading increases, the optimum BAI shifts
to a larger value. From Fig. 6(a) and 6(b), we seethat asthe number oV/Ps increases from 30 &0, the
optimum BAI value which leads tminimumloss ratios shifts to about 4,086l transmission timesThis value
will be used in the experiments in the next few sectinen theeffects of other parameters on the BA-Drop
scheme is investigated.

The performance of the original Bscheme isalso shown in these figurelor comparison. Theame
observations and explanations fbe BA-Drop schemecan bemadefor the BA scheme. Consistent with the
resultsshown inFig. 5(a)-(d), as the load increases, difeerence between the two schemes becolaege. It
should be noted that while both schemes experience higher cell loss in the gateWway @egwhen the BAI is
large,theyare caused bgifferent mechanismsThusthe loss in BA-Dropscheme is due to the celiop signal,
while that forthe BA scheme is simply due to thaffer overflow in the gatewayhen aoutdated bandwidth
information has been used in the policing function for a certain period of time.

5.3 Burstiness

The performance of the BA-Draggcheme may be affected factors such athe burstiness of thieaffic
sources and the propagation delay ofdbkdrop signal sent from th&TM switch back to the source gateway.
Fig. 7(a)shows thetotal BLR when theburstiness of théraffic sources isalved, which meanthat the traffic
volume is doubled.The resultshowthatthe performance of the BA-Draggcheme istill superior to that of the
original BA scheme. In fact, the performance of the original BA scheme degraded much more sharply.



In this study, the currerturst inthe gateway will be assumed to be the violabogst. However, if the
burstiness of théraffic source is reducedhe inter-burst duration decreaseswadl. Thusthe chancehat the
current burst irthe gateway is not the violatingurstwill increase. As aesult,some cellsot belonging to the
violating burstmay be falsely dropped. Howeveur resultsshowthat this israre. It can beseen inFig. 7(b)
that the false CLR remains very low (< 0.2%) even though the burstiness was reduced by 75%.

5.4 Propagation Delay of the Backward Cell-Drop Signal

Anotherfactor which may degrade the performance of the BA-Dsopeme is thpropagation delay of
the backward cell-drop signal. Two problems may arise if the cell-drop signal arrives late at the source gateway.
Firstly, a late signal means that most of the cells of the violbtingthave already left the gateway to the switch.
As a resultthe objective of reducing the congestion caused by the cells of the vidlatisitgannot be achieved.
Even worse, amentionedbefore, if the celtrop signal arrivegvhen thenextburst is inthe gateway thepart or
all of this burst will be falsely dropped. F&fa)shows thdotal BLR asthe propagation delay is increagesm
a negligible value to 0.01 seshich corresponds to a distarfeetween the switcand the gateway of up &bout
2000 km. It can beseenthat the impact of thidactor becomes prominent when timeimber of virtual path
exceeds 30, and that the effect of loading seems to be more significant than the propagation delay itself.

6. Conclusion

In this paper, @aimple modifications to the BA scheme, which vedl the BA-Drop scheme, shown to
have asubstantialmprovement oBLR of connectionlesgaffic injected into alATM network. Performance of
the BA-Drop scheme with differenvalues of the bandwidth advertising interval is studied. It is fahad
optimal values exist fodifferenttraffic loading. The effect of burstiness and propagatielay of the feedback
signal do not seem to have a major impact on the effectiveness of the BA-Drop scheme, allowing it to be used in a
variety of network environments. Ware currentlystudying some additional enhancemanich as better
management of the gateway and swiiaffers aswell as the effect of the scheme on spedtyfze of traffic such
as real-timdraffic aswell as selfsimilar traffic [9]. Wehope toreport onthe results othese investigations in a
future paper.
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