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Abstract

There is general belief that networks based on wireless technolo-
gies have much higher error rates than those based on more tradi-
tional technologies such as optical fiber, coaxial cable, or twisted
pair wiring. This difference has motivated research on new pro-
tocol suites specifically for wireless networks. While the error
characteristics of wired networks have been well documented, less
experimental datais available for wirelessLANS.

In this paper we report the results of a study characterizing the
error environment provided by AT& T WaveLAN, a commercial
product designed for constructing 2 Mb/s in-building wireless net-
works. We evaluated the effects of interfering radiation sources,
and of attenuation due to distance and obstacles, on the packet loss
rate and bit error rate. We found that under many conditions the
error rate of this physical layer is comparableto that of wired links.
We analyze the implications of our results on today’s CSMA/CA
based wireless LANs and on future pico-cellular shared-medium
reservation-based wireless networks.

1 Introduction

Two major trends in networking today are support for reservation-
based applications over wired networks [12, 35, 10, 1, 11, 17, 41]
and making connectivity ubiquitous via wireless technologies[30,
23, 25, 14, 39, 21]. There is general belief that networks based
on fiber or electrical connections have excellent error characteris-
tics but that wireless networks typically have extremely high error
rates. Thehigh error ratesin wireless LANs are considered amajor
challenge and research groups have considered solutions ranging
from the use of Forward Error Correcting (FEC) codes that in ef-
fect improve the error rate seen at higher levels[22], to the use of
special transport level protocolsthat treat wireless linksin a special
way[13, 3, 15, 4, 40]. However, while the error characteristics of
wired networks have been well documented, relatively little exper-
imental datais available for wirelessLANS.

There are some obvious reasons why one would expect wire-
less connectionsto have higher error rates than wired connections.
Wired connections largely isolate the signal that carries the en-
coded datafrom other signals, especially in the case of optical fiber.
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In contrast, wireless signals share the same propagation medium
with many competing signals, and as a result, there are many more
opportunities for interference that can result in bit errors. One ex-
ample of wireless communication that has been studied widely is
satellite communication: error rates can be very high and satel-
lite links make extensive use of FEC to improve communication
performance[31, 36]. However, wireless connections are very di-
verse: they differ in range, bandwidth, frequency spectrum used,
modulation techniques, interference sources, and physical environ-
ment. As aresult, it is difficult to generalize the results from one
domain (e.g. satellite communication) to another (e.g. in-building
LAN).

One reason why thereis lessinformation available on the error
rates in wireless networks compared with their wired counterparts
isthat characterization of the error environment is much more com-
plicated. When signals propagatethrough space many more factors
can influence signal quality than when they propagate in an elec-
trical conductor or fiber. However, characterizing the environment
is a critical step in providing a reliable communication service to
applications. Information on the frequency and nature of errors is
needed to select the method of dealing with the problem. Solu-
tions range from new transport level protocolsthat typically isolate
wireless network segmentsfrom wired segments, to changesin the
physical layer, e.g. retransmission or FEC. For the last class, the
most appropriate solution dependsin part on the nature of the error
patterns.

In this paper we investigate the error behavior of the WaveLAN
network[37], which was designed as a “ wireless Ethernet” system.
Our goal isto determine whether we will be able to extend the ser-
vicesthat are currently being developed in backbones, e.g. support
for real-time or near-real-time guarantees, to the wireless environ-
ment. This would make it possible to support many traffic types
including video. The trends in the technologies used to implement
wireless networks suggest that it will be practical to build inexpen-
sive wireless networks with data rates of 10-40 Mbit/second in the
near future[6]. Low price makes it feasible to deploy many base
stations, which resultsin smaller coverageareasand thusfewer mo-
bile hosts competing for that data rate. However, high error rates
can significantly reduce the effective bandwidth available to users,
so controlling the error rate s critical.

Wireless network designers currently have many optionsin the
areas of frequency, modulation, framing and scrambling, address-
ing, and medium accesscontrol. While WaveL AN representsonly a
singlepointin alarge space, webelieveit isworthy of study because
its Medium Access Control (MAC) protocol and radio system are
similar to what we believe will be common in the future. First, we
believe that a Time Division Multiple Access(TDMA) MAC layer
atop a per-cell shared medium is attractive because TDMA allows
flexible bandwidth sharing among stations whose needs will vary



with time, and because a shared channel should support multicast
connections efficiently. Second, direct-sequence spread spectrum
(DSSS) is attractive because it provides noise tolerance and can
be extended to provide sharp cell boundariesin the form of Code
Division Multiple Access (CDMA)[28]. In fact, there is a simi-
lar product, Arlan[27], which uses the same frequency bands and
DSSSmodulation. We expectthat similar systemswill reactinsim-
ilar, though not identical, fashions when exposed to the challenges
described in this paper.

The remainder of the paper isorganized asfollows. In Section 2
wefirst describethe capabilities of the WaveL AN interface. In Sec-
tions 3 and 4 we present a brief summary of the sourcesof wireless
errors and our methodology for characterizing the error environ-
ment. We then present the results of our study: characterization of
in-room, line-of-sight communication (Section 5), measurements
of the errors caused by passive obstacles (Section 6) and compet-
ing radiation sources (Section 7). We discuss the implications on
the architecture of wireless LANsin Section 8 and related work in
Section 9.

2 AT&T WavelLAN

Wavel AN[37] is designed to be an affordable, easy-to-install wire-
less extension of an existing bridged Ethernet system. Products
include ISA and PCMCIA network interfaces for PC-compatible
computers and stand-alone WavelL AN-to-Ethernet packet bridges.
They operate in either the 902-928 MHz or the 2.4-2.8 GHz ISM
(Industrial, Scientific, and Medical) license-free band. The PCM-
CIA units comprise a Type || PCMCIA card and an external unit a
little larger and heavier than adeck of cards, and are commercially
available for roughly $500 in small quantity.

Internally, the WaveL AN interface contains a standard Intel
82593 single-chip CSMA/CD LAN controller, customlogic for sig-
nal processing and modem control, and a custom radio transceiver.
The transmitter applies DQPSK modulation to a 2 megabit/s data
stream, yielding a 1 megabaud signal. This signal is further mod-
ulated by an 11 chip per bit sequence (hence “direct sequence”) to
produce an 11 MHz wide signal which is transmitted with a power
of 500 milliwatts. The receiver selects between two perpendicular
antennas and multiple incoming signal paths to combat multipath
interference.

The modem control unit prependsa 16-bit “network ID” to ev-
ery packet on transmit, and can be set to reject all but one network
ID onreceive. In addition, it informs the host of the channel condi-
tion upon each packet arrival by reporting signal level, silencelevel,
signal quality, and antenna selected for each packet. The signal and
silencelevels (5 bits) are derived from the receiver’sautomatic gain
control (AGC) setting just after the beginning and end of the packet,
respectively. Becausethe MAC protocol discourages simultaneous
transmission and immediately consecutive transmissions, measur-
ing the silence level during an inter-packet timeis typically a good
indication of the amount of non-WavelL AN background interfer-
ence. Thesignal quality (4 bits) is sampled just after the beginning
of the packet and is derived from the information the receiver uses
to select between the two antennas.

As it is difficult to detect collisions in this radio environ-
ment, WavelL AN employsa CSMA/CA (collision avoidance) MAC
protocol[2]. InCSMA/CD, astation which becomesready to trans-
mit whilethe mediumisbusy will makeitsfirst transmission attempt
as soon as the medium is free, based on the optimistic assumption
that it is the only waiting station. If this assumption is wrong, all
waiting stations will quickly learn that when they sense a colli-
sion. SinceWaveL AN cannot sensecoallisions, they result in packet
losses which must be dealt with by higher layer protocols. Wave-
LAN CSMA/CA attempts to avoid collision losses by treating a
busy medium as a collision. That is, any stations which become

ready to transmit while the medium is busy will delay for arandom
interval when the medium becomesfree. Aside from the modified
MAC protocol and lower datarate, the 82593 performs all standard
Ethernet functions, including framing, address recognition and fil-
tering, CRC generation and checking, and transmission scheduling
with exponential backoff.

Many of the techniquescellular radio systems[30, 23, 33] em-
ploy to re-use frequencies in nearby areas, such as power control,
frequency diversity and code diversity, are easiest to employ in a
point-to-point environment. Since WaveL AN follows the Ethernet
protocol, where stations multicast to dynamic sets of peers rather
than communicating exclusively with acentral basestation, it would
be difficult to estimate the power required to contact a particular set
of receiversfor each packet transmission, and expensiveor complex
to synchronize with many stations each using a different spreading
sequence. Perhaps for these reasons, WaveL AN does not provide
the ability to vary transmit power and does not use frequency or
code diversity. Instead, it gives receivers the ability to mask out
weak signalsthrough areceivethreshold,* whichimprovesthrough-
put and may be sufficient to simulate cell boundariesin some cases
eventhough Wavel AN isinherently asingle shared channel. In ad-
dition, the“network ID” provides multiple logical Ethernet address
spaces, which allows Wavel AN-to-Ethernet bridges to use stan-
dard bridge routing protocols. We consider the use of the receive
threshold in more detail in Section 5.

3 Sources of Wireless Errors

For the purposes of this study, we organize the possible sources of
errors in awireless network into three groups.

Thefirst group containserror sourcesweinvestigated and report
on in this paper:

e attenuation. When electromagnetic energy encounters mat-
ter, someof it islost in the form of heat. WaveL AN can usu-
ally penetrate several walls while maintaining a quite good
error rate, but we found attenuation to be a significant source
of errors.

¢ front end overload. If avery powerful transmitter of onefre-
guency bandisnear areceiver of another band, thetransmitter
may overwhelm filters in the receiver and inject substantial
noise. As we expect wireless computer networks to be em-
ployed in close proximity to microwave ovens and cellular
phones, we have made an initial investigation into errors due
to front-end overload.

¢ narrowband interference. Thisis dueto an unfriendly trans-
mitter occupying a small frequency band overlapping (per-
haps totally) with the band we wish to use. We investigated
the effects of two 900 MHz FM cordless phones.

e spread-spectruminterference. This is due to an unfriendly
transmitter either switching between narrowband frequen-
cies or spreading its energy simultaneously across a wide
frequency band. We have investigated interference between
competing WaveL AN transmitters and between WaveLAN
and other 900 MHz spread-spectrum sources.

The second group contains error sources which might have an
impact on WaveL AN performance, but which we did not or could
not control the behavior of:

e natural background noise. For example, infrared wireless
networks may perform poorly if they are near sources of
direct sunlight. We did not attempt to measure or control for
background noise.

IThereis also athreshold which allowsfilteri ng based on signal quality, thoughwe
do not employ it.



ColumnName | Meaning

PacketsReceived | Test packetsreceived

Packet Loss Percentage of transmitted test packetsthat were lost
Packets Truncated | Number of received test packets which were truncated
Bits received Number of body bits received, rounded down

Wrapper Damaged | Number of packets with damaged headers or trailers
Body Bits Total number of body bits damaged in trial

Worst Body Number of bits damaged in most-corrupted packet body

Table 1: Column heading explanations

e multipath interference. When electromagnetic radiation re-
flectsoff of or diffracts around objects, it takes multiple paths
between the transmitter and the receiver. Since these paths
aretypically of different lengths, there will be destructivein-
terference, which can greatly reducesignal strength. Wehave
not studied how multipath effects interfere with WaveL AN,
in part because they are difficult to model and study, and in
part because WaveL AN is explicitly designed to resist them.

The third group contains error sources we did not consider in
this paper:

e path loss (dispersion). The intensity of electromagnetic en-
ergy reaching areceiver is decreased by distanceevenin free
space. We found Wavel AN did not suffer errors due to path
lossevenin large lecture halls.

e motion. If two communicating objects are moving with re-
spect to each other, the frequency of the electromagnetic
energy changes according to the Doppler effect. While this
effect may be significant in someradio environments[20], the
Doppler shift due to moving aWaveL AN unit at the speed of
sound would be substantially less than the inaccuracy of the
clock crystals employed by Wavel AN[37]. Hence we have
not investigated errors due to motion.

¢ data dependent effects. Some modulation schemes can lose
clock synchronization in the face of certain long bit patterns.
While we have transmitted a variety of data packetsin our
investigation, we have not particularly examined WaveL AN
for datadependent error patterns, in part becausethe receiver
includes active correction for clock drift.

4 Methodology

To characterize the error environment of the WaveL AN, we mon-
itored the quality of data transfers between two identical DECpc
42581 laptops (25 MHz 80486) running NetBSD 1.0A. For dif-
ferent tests, we placed the PCs in different environments or added
competing radiation sources.

The data transfers consisted of specially-formatted UDP data-
grams. On the receiver, the kernel device driver was modified to
place both the Ethernet controller and the modem control unit into
“promiscuous’ mode and to log, for each incoming packet, every
bit and all available statusinformation, evenif the packet failed the
Ethernet CRC check. We decided to collect bursts of packets at
the maximum possible transmission rate (roughly 1.4 Mb/s for this
machine and protocol stack), aggregating multiple burststo form a
long trial. Within each trial, packets consisted of 256 32-bit words
wrapped inside UDP, IP, Ethernet, and modem framing. For each
packet, the datawordswereidentical to facilitate identification even
in the face of substantial noise, and the data value was incremented
between packets.

There are many reasonswhy atransmitted test packet might not
bereceived, and we will consider them in order from the outside of
the packet toward the center. First, certain errors might cause the
modem unit to miss the beginning-of-frame marker, resulting in a
slightly-damaged packet being totally lost. Second, it is possible
for a packet to arrive correctly but be lost by the receiver due to
unrelated system activity, even though we tried to reduce this to a
minimum. Third, errorsinthe packet headersandtrailers might lead
the Ethernet or IP layersto discard the packet dueto damage or mis-
addressing. Therefore, we enable promiscuous receive and disable
automatic CRC filtering at the Ethernet level and use a heuristic
matching procedure to determine whether a given packet is one
of the test series. Finally, a packet may arrive but the body may
be truncated and/or some hit values may be incorrect. We apply
a second heuristic procedure to determine the sequence number
of any packet we believe is a test packet. Since the packet body
consists of asingle word repeated multiple times, truncated packet
bodies are ambiguous—it is not possible to know which words are
missing. Therefore, we produce an estimated error syndrome (bit
corruption pattern) only for those test packets which are damaged
but not truncated. Furthermore, we report precise bit error figures
only for errors in the data portion of the packet, as reconstructing
the exact IP header (and thus the Ethernet CRC trailer) is difficult.
Therefore, there are some packets which we know to be damaged
but for which we cannot determine the exact number of corrupted
bits. Due to these factors, our packet loss rate and bit error rate
(BER) figures are necessarily only estimates.

Table 1 explains the column headings we use in most tables.
When we present signal level, silence level, and signal quality, we
give the minimum observation, mean, standard deviation (in paren-
theses), and maximum observation. Unless otherwise specified, all
runs use areceive threshold of 3 and a quality threshold of 1.

In some trials we received packets from WaveL AN units in
nearby rooms or in other buildings. Typically these packets were
few, had poor signal characteristics, and were damaged. Frequently
we could determine that they were ARP packets or inter-bridge
routing packets. We present them, labelled “ Outsiders,” only when
they are significant (due to number or signal characteristics). It is
possiblefor reasons explained abovethat some packetswe identify
as outsiders may instead be badly corrupted test packets.

Many independent variables could be investigated for effects
on loss and error rates. Examples include: noise emitted by dif-
ferent models of laptop computers, relative position of transmitter
and receiver, orientation of antenna, temperature, humidity, posi-
tion of human bodies, different transmit and receive capabilities of
individual units, different materials of walls, ceilings, floors, and
furniture, and effects of very distant competing transmitters. Many
of these variables have too many values to investigate with any
thoroughness, may vary greatly from building to building, or, in the
caseof interference, may be nearly impossibleto measure outside a
“clean room” environment. Therefore, our approach for this study
wasto select certain variables, manipulate them coarsely, and focus



Tria Packets | Packet | Packets Bits Wrapper | Body | Worst

Name | Received | Loss | Truncated | Received | Damaged | Bits | Body

officel 102720 | .03% 1| 8x10® 0 0 -

office2 40080 0% 0| 3x10° 0 0 -

office3 102720 | .01% 0| 8x10° 0 0 -

officed 122159 | .02% 0 10° 0 0 -

office5 | 488399 | .07% 0| 4x10° 0 0 -

office6 122160 | .04% 0 10° 1 1 1

office7 122160 | .02% 0 10° 1 0 -

office8 125040 | .02% 0 10° 0 0 -

office9 122160 | .02% 0 10° 0 0 -

Table 2: Results of in-room experiment
on those with the most obvious effect, i.e. attenuation, obstacles 65 T T T T T T T
and active radiation sources. 60 - i
5 In-room line-of-sight communication >r |
We discuss WaveL AN behavior in the best case, two stations com- %0
municating in the same room. We first present the results of a =~ 2 45 1
series of long-running trials designed to estimate the BER of the - a0 i
link under good conditions. We then briefly describe how signal g
propagation is affected by distancein the absence of obstacles, and n 35 1
finish by examining the effect of the receive threshold on in-room 0L |
communication.
25 + E
5.1 Base case 20 L 1
In Table 2 we present the results of several long trials in an office 15 L . . . . . . .
for asignal level of approximately 29.5. 0 5 10 15 20 25 30 35 40
Two points are worthy of note. First, the bit error rate is very Distance (feet)

low. Thesetrials represent more than 10 bits, and we have expe-
rienced very few errors. Thisis certainly low enough for optimism
about extending even fairly error-intolerant applicationsto a wire-
less network. Second, some process is causing packets to be lost
even in a near perfect environment, though at a rate of well under
one per thousand. This could be due to some critical host resource
being overloaded, or perhaps could indicate that the modem unit’s
AGC occasionally reacts too slowly and causes the beginning of a
packet to be missed. In a running network, this loss would prob-
ably correspond to less than one packet per second, which would
plausibly be unnoticed even by a multimedia application.

5.2 Path loss

Next we look at how the signal level changes as a function of
distance. Thisisshownin Figure 1. In this experiment the receiver
is held fixed against one wall of a large lecture hall while the
transmitter is moved away from it to various distances (the zero
point represents the two modem units in physical contact). To the
extent that the setup approximates omnidirectional antennasin free
space, one would expect to see a smooth dropoff in signal level
as distance increases. Indeed, that is the dominant theme. The
dips at six and thirty feet are probably due to multipath interference
(similar WaveLAN non-monotonicity was observed in [16]), and
arelikely to be particular to the room where the measurementswere
taken.

Becausethe WavelL AN design addresses threats such as multi-
path effects and narrowband interference, signal level is an impor-
tant predictor of error rate, and an interesting question is at what
point the signal level is too low to receive packetsreliably. Table 3

Figure1: Signal level asafunction of distance. Error barsrepresent
minimum and maximum observed signal levels.

presents the aggregated results of several trials, with slight vari-
ations of receiver position, orientation, and obstacles within each
trial. While undamaged packetsmay haveasignal level aslow as5,
and damaged packets one as high as 12, the main body of damaged
packets has signal levels below 8, whereas it is well above 8 for
undamaged packets. In this trial, we observed several “outsider”
packets, which we believe to be from other buildings; the most
striking difference between the damaged (which could be truncated
and/or corrupted) and undamaged packetsis their signal quality.

Figure 2 summarizes the results on signal level and errors. In
general, as the distance between the transmitter and the receiver
increases (x-axis) the signal level decreases (y-axis). In our in-
room experiments, a signal level of roughly 10 is sufficient for the
receiver to receive packets reliably with extremely low error rates.
When the signal level drops below 8, the error rate becomes very
high; this “error region” is shaded in Figure 2. Finally, using the
receive threshold described in Section 2, the receiver can mask out
packets with a signal level below a certain threshold, as described
below.

5.3 Receive threshold

In order for the receive threshold to divide an indoor space into
pseudo-cells, it must allow us to communicate with stations we
want to include, but fully exclude more distant stations we wish to
screen out. When investigating pseudo-cellular divisions we must



Packet Packets Level Silence Quiality
Type Received | |  u o T 11 n o T 11 1 o 1
All test packets 8634 | 4 1415 (632) 27| 0 289 (164 9| 2 1480 (086 15
Undamaged 7942 |5 1474 (623) 27| 0 283 (164 9| 3 1494 (037) 15
Truncated 107 |4 620 (144 10| 0 348 (134 6| 6 1007 (174 15
Wrapper damaged 9|6 756 (083 9(0 289 (1799 6|10 1289 (218 15
Body damaged 576 | 4 752 (145 12 |0 361 (146) 9| 2 1380 (175 15
Undamaged outsiders 735 623 (077) 8|0 263 (112) 5| 9 1449 (099 15
Damaged outsiders 867|2 519 (187 18|0 326 (137) 17| 1 749 (206) 15
Table 3: Packet error conditions versus signal metrics
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consider two possibleinteractions between asystemin onecell (the Receive Threshold

“victim”) and asecond system that wewould liketo bein adifferent
cell (the“enemy”). First, packetsfrom the“enemy” might interfere
with packetsthe “victim” wishesto receive from nearby neighbors.
Second, the carrier generated by the “enemy” system might be
heard and might prevent the “victim” from transmitting; this would
reduce aggregate throughput since only one system can send at any
given time. Ideally, raising the threshold would filter out distant
stations and hide carrier sense from the Ethernet chip, without
causing packetsfrom desirable stations to be lost or corrupted.

We performed an experiment to verify this. One station, the
“enemy,” was configured to transmit packets continuously. As
the “victim” station varied its receive threshold through a window
around the received packets signal level, we observed both the
packet loss rate from the “ enemy” and the collision rate? when the
“victim” attempted to transmit. The results are presented in Fig-
ure 3. Each packet loss figure is based on at least 1,400 transmitted
packets, and each collision figure is based on at least 10,000 trans-
mission attempts. The vertical lines represent the minimum and
maximum signal level received during the trial, and the two curves
represent the percentage of packets which are filtered out and the
percentage of transmissions completed without collision. Ideally,
both curves would range from 0% at the left line, representing no
filtering when the threshold is set to the signal level of received
packets, to 100% at the right line. Asthe figure shows, the thresh-
old is not perfect, and we have observed that it is wise to allow a
margin of several units when choosing a threshold. A useful fea-
ture of thereceivethresholdisthat it seemsto cleanly filter packets.
That is, we did not receive any damaged or truncated packetsin the
course of thetrial. Theseresults indicate that the receive threshold
enables frequency re-use in situations where WaveL AN hosts are
clustered with significant signal attenuation between clusters.

2Recall that WaveL AN considers* medium busy” acollision.

Figure 3: Effects of receive threshold.

5.4 Summary of in-room operation

Evidencewe have presented in this section gives us reason to hope
that WaveL AN could be employed to experiment with pseudo-
cellular networks. In typical cases, the bit error rate and packet loss
rate of the network are very low, and thereisreasonto believethisis
true throughout even large rooms. Furthermore, there seemsto be
aplausible mechanism for excluding interfering stationsif they are
are separated from a cluster of cooperating stations by reasonable
distance.

6 Errors due to passive obstacles

In this section, we focus on mundane obstacles which we expect
WaveL AN stations to typically encounter. We present the results
of three experiments. In the first, we measure the effect created by
asinglewall. In the second, we hold a receiver in afixed position
and measurethe propagation environmentto it from four transmitter
locations. Becauseinterposing awall requiresmoving oneunit, and
becausesmall position changesmay resultin noticeabl e propagation
changes, we cannot be certain how much the wall itself isto blame.
However, we have observed this correlation in several other cases
we do not present. Finally, we interpose a human body between
two WaveL AN units and observe the effects on data transport and
signal metrics.



Trial Packets Level Silence Quiality
Name | Received | | i o T 11 i o ) 1 i o )
Airl 12720 | 29 3058 (0.70) 32| 0 180 (138 7|15 1500 (0.00) 15
Wall 1 12720 | 24 2578 (0.67) 28| 0 125 (127) 7|14 1500 (0.03) 15
Air 2 12715 |25 2858 (0.60) 30| 0 335 (111) 13|15 1500 (0.00) 15
Wall 2 12720 | 25 2666 (059) 28| 0 325 (1100 8|15 1500 (0.00) 15
Table 4: Signal metrics with asinglewall
Trial Packets | Packet | Packets Bits Wrapper | Body | Worst
Name | Received | Loss | Truncated | Received | Damaged | Bits | Body
Tx1 12715 0% 0 10° 0 0 -
Tx2 12720 | .007% 0 108 0 0 -
Tx4 1440 | .07% 0 10’ 0 0 -
Tx5 1440 | .07% 1 10’ 0 82 7
Table 5: Results of multi-room experiments
Trial Packets Level Silence Quiality
Name | Received | | i o T 11 i o T 11 i o )
Tx1 12715 |25 2858 (0.60) 30| 0 335 (111) 13|15 1500 (0.00) 15
Tx2 12720 | 25 2666 (059) 28| 0 325 (1100 8|15 1500 (0.00) 15
Tx4 1440 | 11 1381 (066) 15| 0 403 (127) 9|15 1500 (0.00) 15
Tx5 1440 | 7 950 (093) 12| 0 408 (1290 8|11 1499 (0.15) 15
Table 6: Signal metrics for multi-room experiment
Packet Packets Level Silence Quiality
Type Received | | i o T 11 n o 1114 1 o 1
All 1440 | 7 950 (093) 12| 0 408 (1290 8|11 1499 (0.15) 15
Error-Free 1414 | 7 951 (092) 12| 0 408 (128 8|14 1500 (0.03) 15
Truncated 110 1000 (0.00) 10| 3 300 (0.000 3|12 1200 (0.000 12
Body Damaged 25| 7 872 (087) 10|1 456 (127) 8|11 1472 (087) 15
Table 7: Signal metrics for multi-room scenario Tx5
6.1 Single wall marized in Table 5. The receiver and the first transmitter location

In the first scenario a transmitter and receiver are separated by
approximately 7 feet, and then further separated by approximately
6 inchesof wall (in the second case, approximately four feet of free
spacewere added in addition to thewall). We did experimentswith
two different types of wall. In each location we collected 108 bits
with no loss or error whatsoever.

However, the WaveL AN reports slightly different propagation
quality numbers for the different scenarios (Table 4). We see that
thewall affectsthesignal level in away that issimilar to anoticeable
move across a room, though the signal quality is not significantly
reduced. The first wall is plaster with a wire mesh core and it
reducesthe signal level by about 5 points. The secondwall consists
of concrete blocksand reducesthe signal level by only 2 points, i.e.
concrete walls seem to be less of a hindrancefor these signalsthan
plaster over wire mesh walls.

6.2 Multiple obstacles

In the second experiment we use amore complex setup in the build-
ing with concrete block walls (wall 2 of the previous experiment).
Thelayout is shown in Figure 4, and the results of the test are sum-

are at diagonally opposite sides of a single office, and we obtain
results similar to the previousin-office case. The secondtransmitter
location is approximately four feet away through a single concrete
block wall, and corresponds to the single wall experiment of the
previous section. The other two transmitter locations are more dis-
tant, with several intervening walls and metal objects. They are at
distances of roughly 45 and 30 feet respectively from the receiver.
The fourth transmitter location shows us our first corrupted packet
bodies. Twenty-five of the received packets have a total of 82
bit errors, with the worst packet containing seven bit corruptions.
While this number is trivial to correct using error coding, the ex-
isting WaveL AN system does not include such a mechanism. The
fourth transmitter location demonstrates a single packet truncation
of roughly 10% of the packet body.

It is instructive to make a more detailed comparison of the
propagation environments along these four paths (Tables 6 and 7).
First we see that moving through a single wall from Tx1 to Tx2
has not significantly changed the propagation environment. Next
we observe that passing through more walls and a door has a more
noticeable effect. Finally, if we look in more detail at the Tx5
location, we seethat the corrupted packets have noticeably reduced



T4

Figure 4: Layout of multi-room experiment

signal level, whilethe soletruncated packet hasanoticeably reduced
signal quality. We will see similar correlations in other scenarios,
so they may point to some feature of the WaveL AN hardware. For
example, it is possible that data decoding and clock recovery are
impaired by different signal features.

From this brief investigation of obstacles, we learn that dif-
ferent construction materials have noticeably different effects on
WaveL AN propagation. Furthermore, it seems unlikely that there
are many cases where a single building wall can be pressed into
service as a cell boundary. The receive threshold experiment in
Section 5 showed that packets from a transmitter to a receiver can
vary in signal strength by several pointsand that the thresholdis not
perfect. In other words, if we want to use the receive threshold to
shut out sendersin an adjacent cell, the differencein averagesignal
level for sendersinside and outside of the cell should be at |east 6,
although 8-10 would be more desirable. The results of this section
predict that it will typically require multiple walls to safely isolate
two transmitters in different offices. Unfortunately that introduces
large* border zones’ in which mobile clientswould disrupt multiple
pseudo-cells.

6.3 Human Body

After noticinginafew informal trialsthat WaveL AN signalsseemed
significantly attenuated by a human body, we decided to investi-
gate further. In order to obtain a path with significant attenuation,

Trial Packets | Packet Packets Bits | Wrapper | Body | Worst
Name Received Loss | Truncated | Received | Damaged | Bits | Body
No body 1440 0% 0 10’ 0 0 .
Body 1442 | .14% 3 10’ 1| 224 27
Table 8: Effects of human body on packet loss and errors
Trial Packet Packets Level Silence Quiality
Name Type Received | | 7 o T 11 7 o T 11 7 o T
No body | All Packets 1440 | 11 1255 (060) 15| 0 423 (147) 13|15 1500 (0.00) 15
Body All Packets 1442 | 5 673 (083 10| 0 190 (164 9|11 1495 (0.27) 15
Undamaged 1214 5 673 (087) 10| 0 173 (1590 9|14 1499 (0.09) 15
Truncated 3| 7 767 (047) 8|0 300 (216) 5|11 1233 (125 14
Wrapper damaged 1| 5 500 (0000 5|1 100 (000) 1|15 1500 (0.00) 15
Body damaged 2241 5 674 (095 9|0 28 (161 7|13 1477 (051) 15
Table 9: Effect of human body on signal measurements
we separated two Wavel AN units by placing them in two rooms
5 across a hallway. The direct path was approximately 56 feet long
and passed through two concrete block walls and some classroom
furniture. We collected two packet streams, with the second im-
paired by the presence of a person bending over as if to examine
the laptop screen closely. Tables 8 and 9 contain the results. In-
terposing a person has induced packet loss, truncation, and packet
R body damage. Furthermore, we observe a noticeable reduction in
11|12 signal level. Theseresults could be significant if similar networks

were deployed in crowded lecture halls, though the effect would
probably be mitigated if a WaveL AN base station were located near
the ceiling.

7 Errors due to competing active radiation sources

We briefly discuss four different types of interference: front end
overload, narrowband interference, spread spectrum interference,
and competing WaveL AN units.

7.1 Front end overload

If avery powerful transmitter is close to a receiver, the early filter
stages of the receiver, which are designed to reject out-of-band
signals, may be overwhelmed. We tested two sources of front end
overload. The first was a 144 MHz Amateur Radio Service FM
transmitter emitting roughly two watts while in physical contact
with the receiver’smodem unit. During thistest we observed no bit
errors unless we separated the two WaveL AN units far enough for
the signal level to be severely attenuated, which isitself a source of
errors.

Microwave ovensare powerful sourcesof potential interference
which are common in an office environment. Though we expect
them to be well shielded, even a small leakage percentage would
be significant. We made a crude test of a single microwave oven.
The transmitter was placed at varying distances from the receiver,
which was in physical contact with a microwave oven (operating
with the door closed), and no errors were observed. Since most
microwave ovensoperate in the 2 GHz range, it is possible that 2.4
GHz WaveL AN units would receive more interference.

7.2 Narrowband interference

We briefly investigated the effects of two narrowband 900 MHz
cordless phones (AT& T 9100, Panasonic KX-T9500) on Wave-



Trial Packet Packets Level Silence Quiality
Name Source Received | | i o T 11 i o ) 1 i o )
Phones off Test 143225 2671 (066) 28| 0 240 (132) 6][14 1498 (014 15
Outsiders 330 2 469 (156) 25| 0 257 (137) 6| 1 667 (199 15
| Cluster | Test [ 1440]25 2689 (061) 28] 8 1545 (122) 19[15 1500 (0.00) 15]
| Handsets nearby | Test | 1440[25 2662 (062) 28| 3 1133 (262 15[13 1493 (026) 15|
Handsets nearby talking | Test 143125 2663 (059 28| 0 611 (198 10][14 1496 (020) 15
Outsiders 213| 6 78 (087) 11 2 626 (173) 11| 1 993 (193 15
| Basesnearby | Test | 1440[25 2631 (065 28|17 1932 (118 21[15 1500 (0.00) 15|

Table 10: The effects of narrowband 900 MHz cordless phones

LAN reception. We placed our WaveL AN transmitter and receiver
approximately 20 feet apart in a large lecture hall and subjected
them to various telephone interference. The results of this inves-
tigation are summarized in Table 10. In the “phones off” trial,
the handsets and base units were turned off; in the “cluster” trial,
both handsetsand base units were activated and placed afew inches
from the receiver’smodem unit. Theserepresent the extreme cases.
For the other three trials, we moved either the handsets or the base
units to an office across the hall from the lecture hall to investigate
whether the phones were using some form of power control.® In
the “handsets nearby talking” case, a human body was necessarily
near thereceiver, butin all other casesnobody wasin theimmediate
vicinity of the WaveL AN units.

Exceptfor the“cluster” trial, both handsetsreceived nearly solid
static, and the Panasonic unit beeped, presumably to indicate poor
signal conditions. In sharp contrast, the WavelL AN experienced no
damagedtest packets, and only backgroundlevelsof packetloss(the
“phonesoff” and “ handsets nearby talking” trials each experienced
a single packet loss). The telephones affected the silence level
to varying degrees; in the two cases where the silence level was
lowest, we observed packets from stations not participating in the
test (they wererelatively weak and all were damaged in some way,
S0 we suspect they were leakagefrom one or more nearby buildings
which we know contain WaveL AN units). Thefact that the highest
silence level isin the “basesnearby” trial, when the handsets were
distant, rather than the “cluster” trial suggests that the cordless
phones may be using power control, perhaps to extend handset
battery life.

We also briefly investigated the effects of an Advanced Maobile
Phone Service (AMPS) narrowband FM cellular phone on Wave-
LAN reception. Once again, at varying distances, the WaveL AN
seemed immune to bit errors. On the other hand, the cellular phone
received significant amounts of white noise, totally overwhelming
theaudio signal, whenit was closeto an operating WaveL AN trans-
mitter. Wedid not control for the effects of power control or channel
selection by the cellular phone system.

WaveL AN'’s resistanceto these interference sourcesis probably
due to the DSSS modulation, which is known to be resistant to
narrowband sources[28].

7.3 900 MHz spread spectrum cordless phone

We also investigated the effects of two 900 MHz spread spec-
trum cordless phones, an AT& T 9300 and a Radio Shack ET-909.*
The two phoneswere quite similar in user interface and effects on
WaveL AN reception. Unfortunately, if the handsets were within

3power control is the practice of reducing transmitter power as long as it does not
induce errors; this saves battery life and allows frequency re-use.

4The Radio Shack ET-909 uses DSSS modulation, and we suspect the AT& T 9300
doesaswell.

approximately three feet of each other, they could not simultane-
ously maintain connectionsto their respective base stations, even
when multiple channels were employed. Our WaveL AN transmit-
ter and receiver were approximately 25 feet apart in a conference
room. The “near” location used for these trials was several inches
from the receiver’'smodem unit, and the “far” location was approx-
imately 14 feet from the receiver and 20 feet from the transmitter.
For all runs we collected enough received packetsto yield roughly
107 bits of packet body. Throughout the tests the telephones main-
tained acceptable audio signals. There were occasional clicks, but
no actual outages, and the handsets did not complain about poor
signal conditions.

The results of this investigation are summarized in Table 11.
Three cases indicate that these phones can severely damage the
WaveL AN environment: half of the packets are totally lost, while
every packet that arrives is truncated. On the other hand, the “RS
remote cluster” case indicates that reasonable separation between
the WaveL AN and telephoneleavesthe link unharmed (though we
will see below that the signal characteristics change noticeably).
Finally, the “AT& T handset” case demonstrates that there is a sig-
nificant intermediate effect: while a small number of packets are
lost or truncated, nearly two thirds of the remainder contain cor-
rectable errors (the worst corruption of a packet body observed was
5% of the bits).

The signal information presented in Tables 12 and 13 suggests
the following observations:

¢ The phones add a significant amount of noise to the environ-
ment. Every case except for “phones off” has a very high
silence level.

¢ Very low signal quality seemsto be agood predictor of trun-
cation.

¢ If thesignal level ishigh but signal quality isnot outstanding,
bit errors are likely.

e Based on signal information, in sometrials some*“ outsiders’
may be test packets corrupted beyond recognition.

In summary, ISM band spread spectrum cordless phones, de-
pending on their location, can be harmless, severely disrupt aWave-
LAN, or inject mild, plausibly correctable errors.

7.4 Competing WaveLAN units

The single-channel design of the WaveLAN suggests that non-
cooperating WaveL AN units could provide significant mutual in-
terference. Using the experimental layout described in Section 6.2,
we placed additional WaveL AN transmitters at the Tx4 and Tx5 lo-
cations, and raised their receive threshold to 35, thus ensuring they
would transmit continuously, and not defer to any nearby stations,



Trial Phone | Handset Base Packet | Packets | Wrapper | Body | Worst
Name Type | Location | Location || Loss | Truncated | Damaged | Bits | Body
Phones of f - - - 5% 0% 0% 0% -
RS base RS far near 52% 100% 0% 0% -
RS cluster RS near near 51% 100% 0% 0% -
AT&T cluster AT&T near near 52% 100% 0% 0% -
RSremote cluster | RS far far 0% 0% 0% 0% -
AT&T handset AT&T near far 1% 4% 1% | 59% | 4.9%
Table 11: Summary of spread spectrum cordless phones
Tria Packet Packets Level Silence Quiality
Name Source Received | | i o T 11 i o T 11 i o )
Phones off Test 1389 | 28 2963 (060) 31| O 220 (110) 7|15 1500 (0.000 15
Outsiders 619 | 2 735 (554 29| 0 251 (117) 7| 1 984 (441 15
RS base Test 1597 | 28 3154 (257) 38| 1 3273 (544) 38| 2 1007 (329 15
Outsiders 316 | 4 3103 (577) 37| 2 2707 (806) 37| 1 710 (4.07) 15
RS cluster Test 1488 | 28 3201 (173) 37| O 3073 (658) 37| 1 891 (309 15
Outsiders 1818 | 3 3257 (271) 37| O 2897 (684 37| 1 548 (298 15
AT&T cluster Test 1766 | 29 3252 (418 41| 1 389 (316) 41| 1 745 (542 15
Outsiders 157 | 4 2869 (895 40| 1 3777 (713) 41| 1 830 (543 15
RS remote cluster | Test 1440 | 28 2983 (065 32| O 2181 (591) 27|15 1500 (0.00) 15
Outsiders 9| 3 422 (063) 5|21 2433 (141 26| 7 811 (1100 11
AT&T handset Test 1456 | 28 3004 (104) 33| O 2352 (657) 32| 1 1346 (214 15
Outsiders 265| 4 3131 (623) 33| 3 2329 (633) 32| 1 615 (157) 12
Table 12: Signal measurementsfor spread spectrum phones
Packet Packets Level Silence Quiality
Type Received | | i o 111 n o T 11 w o 1
All test 9136 | 28 31.01 (257) 41| 0 2578 (1267) 41 |1 1144 (435 15
Undamaged 3341|128 2981 (072 32|0 1396 (1097) 30 |1 1481 (0.77) 15
Truncated 4911 | 28 3202 (3.09) 41| 0 3427 (635 41|1 876 (428 15
Wrapper damaged 21|29 3062 (065 323 2471 (579 29|9 1224 (163) 15
Body damaged 863 |28 2989 (100) 33|0 2326 (6.799 30 |3 1362 (198 15
Table 13: Signal breakdown for spread spectrum phone test packets
Trial Packet Packets Level Silence Quiality
Name Source Received | | i o T 11 i o T 11 i o )
Without interference | Test 12715 |25 2858 (060) 300 335 (1.11) 13|15 1500 (0.000 15
With interference Test 12717 | 28 2865 (049) 30| 0 1362 (339 21|15 1500 (0.00) 15
Outsiders 31|24 2865 (051) 32 |0 1362 (339 28|15 1500 (0.000 15

Table 14: Signal metrics with and without interfering WaveL AN transmitters

including each other. We then attempted to transmit from location
Tx1 to the receiver. Using the standard receive threshold value of
3, the link was completely unusable. For example, hundreds of
invalid Ethernet addresses appear in the receiver’'s log, many as-
sociated with our test packets, indicating that the Ethernet station
addressfield was frequently corrupted. Packet loss rates were high
and collision-free transmissions very rare.

However, raising the receive threshold to 25, a value safely
above the signal levels we had measured from the hostile trans-
mitters’ locations (Table 6), allowed the communicating stationsto
completely mask out the competition. We collected 10° bits with

and without competition. In the case with competition, we experi-
enced a .02% packet loss rate, which is not clearly significant, and
no bit errors. If we compare the signal statistics (Table 14), we see
that the background (“silence”) level has increased significantly,
but that the signal level and quality are essentially unchanged.
Theseresults suggest that it is possibleto usethe receive thresh-
old to shut out more distant systems without having high bit error
rates when communicating with nearby systems. However, the
fact that WaveL AN supports only a receive threshold and does not
havetransmit power control or multiple spreading sequencesmakes
it difficult to create fully isolated pseudo-cells. In most environ-



ments, cells will be separated by “border zones” in which mobile
clients will have poor performance and can easily disrupt commu-
nication in adjacent pseudo-cells. The reason is that hosts in the
border zone can hear and be heard by hosts in multiple pseudo-
cells, while the hostsin the different pseudo-cells cannot hear each
other. This creates two types of problems. First, if a mobile host
in the border zone communicates with a host in a cell, the car-
rier will be sensed in other cells, thus preventing communication
in those other cells and reducing overall throughput. Second, if
there is simultaneous communication in more than one cell (which
is possible since the pseudo-cells are isolated), then a mobile host
in the border zone may receive badly damaged packets. Thisis a
special caseof the classical “ hidden transmitter” problem. We have
observed, though not experimentally verified, that, when operated
without thresholding, WaveL AN is fairly resistant to errors caused
by hidden transmitters. We conjecture that this is because Wave-
LAN seemsto be able to sense carrier even when it cannot receive
complete packets, and because of a“capture effect” inherent in its
multipath-resistant receiver design.

8 Implications for Wireless Network Architectures

While current wireless networks focus on connectivity rather than
per-station bandwidth availability, our results suggest that future
networks are likely to provide substantial bandwidth to individual
client machines.

Our experimentsindicatethat “ radio Ethernet” systemscan pro-
videgood connectivity despiteawide variety of environmental haz-
ards. The DSSS modulation and multipath resistant receiver design
seemed to confer resistance to many environmental hazards. An-
other factor isthe CSMA/CA Medium Access Control mechanism:
within a collision domain, transmitters defer when they sense a
carrier, so there should only be a single transmitter at any point in
time. However, the shared nature of the channel also means that
one should expect individual mobile machines to see only limited
throughput. Furthermore, thefact that WaveL AN supportsareceive
threshold instead of transmit power control or multiple spreading
segquencesmakesit difficult to create fully isolated cells.

In many cases, we observed a near-perfect link, arguing that
FEC would be useless overhead in most situations. However, there
were other situations, some plausibly predictable by signal mea-
surements, in which there is frequent but minor packet corruption.
Our observations, especially the spread spectrum phone results in
Section 7.3, argue that the errors we did observe might be recover-
able through a variable FEC mechanism.

The measurementswe have presented provide reason to believe
that it is feasible to construct an affordable wireless network that
will provide bandwidth equivalent to what many wired computers
currently enjoy, along with reasonablelossand error characteristics.
For example, aWavel AN-like deviceincluding multiple spreading
sequencesfor sharp cell boundariesand transmitter power control to
reduce unnecessary interference seems plausible, and would allow
the construction of truly cellular network. The current WavelL AN
design takes advantage of a particular spreading sequence with a
very low self-correlation. While it is difficult to construct large
sequence families which simultaneously have low self-correlation
and low cross-correlation, and the effect of higher correlation would
bemoreerrors, the current WaveL AN seemsto haveprocessinggain
to spare, especially since some robustness could be recovered via
power control and adaptive multi-rate error coding[19, 31].

9 Related work

9.1 High Speed Radio LAN Error Environment

Duchamp and Reynolds have observed sighal quality, throughput
and error characteristics of an earlier model of 900MHz WavelL AN
installed in ISA bus PCs, subjected to various challenges such
as distance and multipath propagation[16]. Their testing regime
included a propagation environment impeded by distance and local
scatter induced by reflectionsfrom awall. Inthisenvironment they
observed packet loss and corruption rates both typically below 1%,
except when acombination of attenuation and local scatter produced
packet loss rates in the vicinity of 10% with a peak around 15%
and packet corruption rates ranging as high as 40%. In the difficult
environment, both rates varied nonmonotonically with distance,
making it very unstable and unpredictable in the face of small
motions. Weobserved similar lossand error rates dueto attenuation
and/or obstacles. Our work extendstheirsby considering more error
sourcesand by our investigation of the feasibility of pseudo-cellular
Wavel AN operation.

Lewis and Guy measured the performance of the Arlan 610
system[26] and evaluated its utility for mobile multimedia applica-
tions. An interesting study [6] suggestsit may be possibleto obtain
as much as 14 Mb/s from a single European DECT-style phone
channel, albeit with a BER of 10~°.

9.2 Olivetti Wireless ATM LAN

A joint project between Olivetti Research Labs and Cambridge
University is constructing a wireless ATM LAN[29]. The archi-
tecture consists of 10 Mb/s dual-antenna radios operating in the
2.4GHz band, aten-meter transmission radiusleading to geograph-
ical re-use of asinglefrequency, andaCSMA-based MAC protocol,
CSMA/AEDI7]. The unit of transmission and acknowledgementis
astandard ATM cell augmented with headers for wireless connec-
tion management.

9.3 Mobile IP Community

The IP networking community is investigating the effects on a
reliable transport protocol connection of traversing a mixture of
wireless and wired IP links, focusing on ameliorating the effects
of small MTUs, high error rates, and handoff-related packet delays
and losseg[8, 13].

In response to these challenges, several groups have exam-
ined indirect approaches, in which a backbone host communicates
with a mobile host via a transparent protocol translator[3, 4, 9, 5].
For example, in an indirect implementation of a transport proto-
col, afixed host communicateswith a mobile host via a proxy that
transparently terminates the transport-level connectionand usesan-
other transport-level connection (and potentially another protocol)
to reach the mobile host [4, 40]. This approachis able to improve
throughput during handoff-related packet loss and reduce small-
MTU inefficiency. Of course, the applicability of this approach
to a particular network depends on its characteristics. Our initial
experience suggeststhat there may be a class of high-performance
wirelessnetworksfor whichlessaggressiveapproachesmay suffice.

9.4 Adaptive Forward Error Correction

If channel conditions such as error patterns or bandwidth available
for redundancy change over time, a single error correction ago-
rithm may be inappropriate. While it is possible to use several
different FEC codes, each with dedicated hardware resources, more
attractive schemes exist. Hagenauer presents a family of codes
called rate-compatible punctured convolution codes[19] which use
the popular Viterbi decoding algorithm[38, 18, 34]. One example



code family has 13 codes with redundancy overhead varying from
12.5% to 300%. Qualcomm, Inc., a manufacturer of digital radio
systems, offers a single-chip encoder/decoder designed for satellite
channelswhich operates at up to 25 Mb/s with four levels of redun-
dancy [32]. Karn presentsa variable-rate FEC system designed for
implementation by general-purpose microprocessors[24] and eval-
uatesits operation onalink subjectto short but frequent interference
from radar.

10 Conclusions

We used detailed packet tracing to investigate the effectsof distance,
obstacles, and different interference sources on the error and loss
rates of WaveL AN, a 2 Mb/s wireless LAN designed specifically
for an indoor fading environment.

Distance alone seemed to have little effect in a fairly large
area and Wavel AN can frequently penetrate formidable obstacles,
although it eventually succumbs to attenuation. In general we
observed very few bit errors, and the receive threshold was very
effective at shutting out distant sources while alowing reliable
communicationwith nearby sources. Theworst errorswereinduced
by spread spectrum cordlessphonesoperating in the samefrequency
band, and even these were substantially reduced by distance.

While WaveL AN provedresistant to several sourcesof radioin-
terference, self-interference is substantial enough to impede build-
ing a robust cellular architecture. The reason is that WaveLAN
lacks transmitter power control and multiple spreading sequences,
which are needed to completely isolate adjacent cells. On the other
hand, itsisolation capabilitiesare probably sufficient for researchers
wishing to experiment with cellular wireless architectures.

Overall, our measurements suggest that low-cost, low-error-
rate, high-speed, shared-channel wireless networks may be com-
monplace in the near future. Further investigation may determine
whether variable forward error correction is useful in such net-
works.
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