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��Chairman's Message

SIGCOMM and the Computer Communication Review�Celebrate their 25th Anniversary

With this special “retrospective” issue of the Computer Communication Review, we mark the 25th anniversary of the founding of SIGCOMM in 1969 and of CCR in 1970. The Special Interest Committee on Data Communication (SICCOMM) was established on November 17, 1967, by Walter Kosinski, Larry Hittell, and Joy Nance, who recognized a problem of communication that is still familiar more than 25 years later. The computer science people were off in one corner working on computers and operating systems; the telecommunications people were off in another corner working on transmission systems and signalling; and neither group was spending much time talking with the other. The founders hoped that SICCOMM would bring people from these two disciplines together to discuss the mutually significant issues of computer communication. Announcing its formation in Communications of the ACM, Kosinski said of the new SIC that “its interests range from information theory all the way to the manufacturing of data sets (modems).”

SICCOMM was converted to the Special Interest Group on Data Communication (SIGCOMM) by ACM Council on May 16, 1969. The first officers were Kosinski (chairman), David Farber (vice-chairman), and Nance (secretary). Dues were set at $4 for ACM members and $8 for non-members. Later that year the new SIG co-sponsored, with the IEEE Computer Society, the first of what would be a long and successful series of joint bi-annual Data Communications Symposia, in Pine Mountain, Georgia. Many years later, in his preface to the Proceedings of the 1986 SIGCOMM Conference, Kosinski recalled the original goal of SIGCOMM:

“When I formed SIGCOMM in 1969, it was with the intention that symposia be held to provide a technical interchange between computer and communication scientists. Following discussions with individuals in both laboratories, it was obvious that such a forum was necessary for information science to progress. I have been impressed with the many meetings and the progress that has been made through the SIGCOMM organization.”

The first newsletter was published in December 1970, and is reprinted in its entirety in this issue. The name “Computer Communication Review” debuted with the second (March 1971) issue, which contained the first technical article to be published by SIGCOMM: “The Design of Visual Displays.” Som e things, of course, were different then; the July 1969 issue of Communications of the ACM, for example, carried the following advertisement for a Datapoint terminal (remember terminals?):

“It comes packaged in a handsome totally self-contained unit, comparable in size to an executive typewriter, which blends well with today’s office environment. The female help will love the 3300’s appearance, as well as its ease of usage.”

But other things were remarkably, even eerily, the same then as now. Anyone who is impressed by the “new world” of broadband networking, and the potential for building broadband networks using the television cable plant, should go back and read the report in the March 1971 issue of CCR of the ACM ’70 Conference, which included a presentation by John Lady of the National Cable Television Association entitled “The Broadband Communications Network and the Computer: Partners in the Wired City.”

The SIGCOMM membership elected its officers for the first time in 1979, installing Bob Kahn as chairman, Alex McKenzie as vice-chairman, and Wushow Chou as secretary-treasurer. In 1983, the first SIGCOMM Symposium on Communications Architectures and Protocols was held in Austin, Texas, with Da vid Wood as general chairman and Simon Lam as chairman of the program committee. The 1984 SIGCOMM Symposium was held in Montreal. The ninth and last joint Data Communications Symposium was co-sponsored by SIGCOMM in lieu of a Symposium in 1985, but since 1986 the Symposium (which was called the “Workshop on Frontiers in Computer Communications Technology” in 1987, and since 1991 has been called the “SIGCOMM Conference”) has been an annual event, appearing in Stowe, Vermont (tw ice, in 1986 and 1987), Stanford, Austin, Philadelphia, Zürich, Baltimore, San Francisco, London, and (in 1995) Cambridge, Massachusetts.

 The first student paper awards were presented to Lixia Zhang (now an associate editor of CCR) and Brett Fleisch at the 1986 Symposium. Since then, the program committee has selected one or more papers written entirely or primarily by full-time students to receive this award each year. An annual SIGCOMM Award, for “lifetime achievement in and contribution to the field of data communications”, was created in 1989 to recognize a person whose work, over the course of his or her career, represents a significant contribution to the field and a substantial influence on the work and perceptions of others in the field. The first Award went to Paul Baran, and has in subsequent years honored David Clark, Leonard Kleinrock, Hubert Zimmerman, Sandy Fraser, Bob Kahn, and Paul Green.

SIGCOMM has enjoyed a long history of collaboration with other professional societies, stretching back to the first joint Data Communications Symposium with the IEEE Computer Society shortly after its founding in 1969. In the 1970s SIGCOMM and SIGOPS co-sponsored several conferences and workshops, including the 1975 Interprocess Communications Workshop, at which one of the papers included in this retrospective was presented. The series of Data Communications Symposia came to an end after 1985, when SIGCOMM’s own Symposium became an annual event. In 1991 we began co-sponsoring the annual Computers, Freedom and Privacy conference with SIGCAS (Computers and Society) and SIGSAC (Security, Audit and Control), and in 1993 joined SIGBIO, SIGBIT, SIGCHI, SIGGRAPH, SIGIR, and SIGOIS to launch the ACM Multimedia Conferences. The first International Conference on Mobile Computing and Networking, for which SIGCOMM has teamed with SIGACT, SIGMETRICS, SIGMOD, and SIGOPS, will be held on November 14-15, 1995, and is expected to become a regular annual addition to the ACM conference calendar. We have also joined with the IEEE Computer and Communication Societies to co-publish the IEEE/ACM Transactions on Networking, an immediately successful refereed journal that first appeared in February, 1992.

 In this retrospective issue of CCR, we have reprinted a selection of the most important papers that have appeared in the Computer Communication Review over the past 25 years. This is not so much a “best of CCR” collection as a reminder of the role that SIGCOMM, its conferences, and its news letter have played in the development of our field. As one would expect, most of the papers are from CCR issues containing the Proceedings of the SIGCOMM Symposia and Conferences; the editorial goal of CCR has always been to provide a forum for the timely publication of work in progress, which often turns up later, in a more finished form, at a SIGCOMM conference. The papers reprinted here display the remarkable range and intellectual energy of the SIGCOMM community. We are all honored by association with such a legacy.

At the end of June, SIGCOMM will welcome a full slate of new officers, and I will retire to the much less demanding position of “past chairman”. It has been a great pleasure working with the members of the SIGCOMM community, and I expect to continue to enjoy the opportunities for association and collaboration that SIGCOMM provides. Thank you all for the effort and energy you have invested in SIGCOMM!

Editor’s Message

Error in production of Vol. 24., No. 5 (October 1994)

Due to a production error, the cover and Table of Contents of the previous issue was dated 1995 instead of 1994. We apologize for this unfortunate error.

Extra added attraction!

Len Kleinrock kindly agreed to write an update of his 1974 paper “Research Areas in Computer Communication” which is the very first paper in this retrospective issue. The fascinating update, entitled “Nomadic Computing — An Opportunity”, appears immediately after the original (and thus out of chronological sequence) so you can see how far we have come in 25 years!



�The SIGCOMM Newsletter



VOLUME 1 No. 1	DECEMBER 1970



SIGCOMM Activities



This is the first SIGCOMM newsletter.  Its distribution signals a period of intensive activity for the SIG that is intended to be responsive to the needs and desires of the members.  I hope that as this activity progresses, this newsletter will play an important continuing role in informing members of planned events and reporting on past events.  More ambitiously and in the longer run, the newsletter should evolve into a periodical containing properly refereed reports of technical contributions in computer communications and related fields as well as items of news.



ACM '70 highlighted two problem areas that fall directly within the province of SIGCOMM.  The first of these is "poor terminal and I/O interfaces with people and central processors," and the second is "communication networks not keeping pace with digital data transmission needs."  The thrust of activities planned for the forthcoming year will be responsive to these problem areas.



Three activities presently are planned for the next twelve-month period.  The first of these will take place at the '71 SJCC.  A combined business meeting and technical talk is planned for an evening meeting at that conference.  The talk is entitled, "The Problem of Poor Terminal and I/O Interfaces with People and Central Processors."  The speaker will be Alan Vartabedian, who was chairman of a workshop on the same subject at the SIGCOMM Pine Mountain Symposium in 1969.  A brief announcement of the theme of the talk is on page 2.



The second activity is two SIGCOMM-sponsored sessions planned for the '71 National ACM Conference on digital communications for computers.  While the final program for the National Conference has not been cast in concrete, a tentative but fairly definite description of these sessions is on page 3.



The last activity is the Second Symposium on Problems in the Optimization of Data Communication Systems.  SIGCOMM and the Technical Committee on Computer Communication of the IEEE Computer Society are preparing to submit to their respective parent societies a proposal for a jointly sponsored symposium.  The meeting will be held in October 1971 at Stanford University.  Current plans are for the symposium to be contiguous with the Third Operating System Symposium at Stanford.  Additional information about the symposium is included on page 3 of this newsletter.



SJCC SIGCOMM Meeting



Seven major challenges have been distilled out of the 1970 FJCC as a focus for the 1971 Spring Joint Computer Conference, Atlantic City, New Jersey, May 1971.  One of these seven is "The Problem of Poor Terminal and I/O Interfaces with People and Central Processors."  The following is an abstract of a talk addressing this problem.  The talk will be presented at an evening session sponsored by SIGCOMM (Special Interest Group on Communications).



Despite substantial strides in the field of man-computer interaction, poor I/O interfaces between people and central processors persist.  The problem concerns not only hardware - terminals, displays and keyboards �but oftentimes, more importantly, operational procedures involving the software and the environment of an information system.  In many cases, improved I/O interfaces can be obtained without an economic penalty and sometimes at even an economic advantage.  What is required is a concerned effort directed at this problem, primarily by the system designer, and by the operational users of the system.  Resorting to "expert" advice may not be the best way to achieve the desired goal.  That goal - improved human performance, happier and less fatigued users - will be well worth the effort involved.



ACM '71 Sessions



Subject to final approval by the Technical Program Committee, arrangements have been made for two SIGCOMM-sponsored sessions at ACM '71.



The first session is entitled "Economic and Regulatory Policy for Advances in Data Communications."  The chairman of the panel is Bob LaBlanc, Co-Manager of Stock Research for Salomon Brothers.  The other members of the committee to date are Dave Foster, the President of DATRAN and Tom Whitehead, the Director of the President's Office of Telecommunications Planning.



The second session is entitled "Digital Communications for Computer Communications."  The chairman of the panel is Ed Fuchs of Bell Telephone Laboratories.  The other members presently committed are Ed Berg, Executive Vice President of DATRAN, and Hank McDonald, Assistant Director of Communications Principles Research at Bell Telephone Laboratories.



Symposium on Data Communications



SIGCOMM and the Computer Society of IEEE are organizing a symposium on Problems in the Optimization of Data Communication Systems to be held at Stanford on October 20-22, 1971.  The symposium is an outgrowth of the Pine Mountain, Georgia conference held last year.



The data communication symposium will include the presentation of papers, panel discussions, and workshop sessions.  The theme of the conference will be "Challenges in Meeting the Burgeoning Demands for Data Communications".  The purpose is to bring together people engaged in computer communication system design, analysis, and research.  The setting will be one where each participant can engage in a dialogue on problems of interest to him with his colleagues in the computer/ communications professional community.



The symposium program will include the following subjects:



- Advances in Data Communications Networks

¥ Line Switched

¥ Buffered or Message Switched

¥ Loop Switched

- Advances in the Uses of Data Communication Systems

¥ New Applications

¥ New Application Systems

¥ Meeting the Needs of Data Communication Users

- Optimization of On-Line Computer Systems and Communication Networks

¥ Methods

¥ Models

¥ Results

- Legal and Regulatory Considerations

¥ Effects as Seen by Users of Proposed Entry of New Carriers (Point-to-Point and Network)

¥ Effects as Seen by Users of Proposed New Carrier Services 

¥ Ramification of the Regulatory Process on the Above

- Software Organization and Standards for Data Communications

¥ Line and Trunk Control

¥ Interfaces

¥ Message Buffering and Transmission

¥ Code Conversion for Multicomputer Networks

- Computer Communications Technology

¥ Preprocessors

¥ Network Processors at Switching Nodes

¥ Multiplexers and Concentrators

¥ Error Control

- Terminal and I/O Interfaces with People



Peter Jackson is chairman of the proposed symposium.  If you would like to have a panel discussion or a workshop session on a particular topic, send him your ideas.  If you would like to present a paper, describe its subject and content in a letter.



As there is considerable commonality in the interests of the members of SIGCOMM and SIGOPS, the symposium is being scheduled back-to-back with the symposium on operating systems which is scheduled at Stanford during the first half of the week.



Dr. P. E. Jackson

Room 2B-434

Bell Telephone Laboratories

Holmdel, New Jersey 07733

Telephone (201) 949-2231
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�1970–71

Volume 1, Number 1 (December 1970)

•	The first SIGCOMM Newsletter is republished in its entirety in this issue of CCR.

Volume 1, Number 2 (March 1971)

•	The Design of Visual Displays; Allen G. Vartabedian

•	Summation of Important Communication Issues from ACM70

Volume 1, Number 3 (June 1971)

•	International Conference on Computer Communication (ICCC)—Preview

Volume 1, Number 4

•	This issue was never published.

1972

Volume 2, Number 1 (January 1972)

•	Second Symposium on Data Communications—Preview

Volume 2, Number 2

•	This issue was never published.

Volume 2, Number 3

•	This issue was never published.

Volume 2, Number 4

•	This issue was never published.

1973

Volume 3, Numbers 1–4 (October 1973)

•	Third Data Communications Symposium—Preview

1974

Volume 4, Number 1 (January 1974)

•	Problems in the Design of Remote Terminal Computing Networks; R. W. Wilkov

•	The ALOHA System; F. F. Kuo

Volume 4, Number 2 (April 1974)

•	Problems in the Design of Data Communications Networks; W. Chou

Volume 4, Number 3 (July 1974)

•	Research Areas in Computer Communication; L. Kleinrock

•	Highlights of the Third Data Communications Symposium; R. Pickholtz and T. Pyke

Volume 4, Number 4 (October 1974)

•	Loop Transmission Systems for Data; A. G. Fraser

1975

Volume 5, Number 1 (January 1975)

•	Basic Elements of a Network Data Link Control Procedure (NDLC); L. Pouzin

•	Steady State Analysis of a Slotted and Controlled Aloha System with Blocking; B. Metcalfe

•	Political and Economic Issues for Internetwork Connections; F. Kuo

•	Security Problems in Computer Communications Systems; R. Turn

Volume 5, Number 2 (April 1975)

•	Problems in the Design of Control Procedures for Computer Networks; H. Opderbeck

•	The CCITT Studies Packet Switching as Part of Public Data Network Development; H. Bothner-By

•	The Work of IFIP Working Group 6.1; A. Curran and V. Cerf

•	ALOHA Packet System with and without Slots and Capture; L. Roberts

Volume 5, Number 3 (July 1975)

•	The Experimental Packet Switched Service; C. F. Broomfield

•	A European Informatics Network; D. L. A. Barber

Volume 5, Number 4 (October 1975)

•	A Structural Simulation Model for Computer Networks; G. Michael Schneider and William R. Franta

•	Some Linguistical Problems about Colloquies; Fabio A. Schreiber

•	Telenet Inaugurates Service; Stuart L. Mathison

•	Activities in Public Packet Switched Communications

•	U.S. Government Communications Network Activities

1976

Volume 6, Number 1 (January 1976)

•	Highlights of the Fourth Data Communication Symposium; Wesley Chu and Fred Glaves

•	Computer Communications: Network Devices and Functions; W. Chou and P. McGregor

•	Error Control for Data Communication; Andrew J. Viterbi

•	A Network Combining Packet Switching and Circuit Switching in a Common System; Joe de Smet and Ray W. Sanders

•	Proposal for an International End-to-End Protocol; V. Cerf, A. McKenzie, R. Scantlebury, and H. Zimmermann

Volume 6, Number 2 (April 1976)

•	The Codex 6000 Series of Intelligent Network Processors; G. David Forney and James E. Vander Mey

•	Current Research in Computer Networks; Colin Whitby-Strevens

Volume 6, Number 3 (July 1976)

•	Computer Networks in Japan; Yoskimi Teshigawara

•	The Case for a Revision of X.25; Louis Pouzin

Volume 6, Number 4 (October 1976)

•	Virtual Terminal Definition and Protocol; P. Schicker and A. Duenki

•	Strategies for Implementation of Multi-Host Computer Networks; J. M. McQuillan

1977

Volume 7, Number 1 (January 1977)

•	Notes on the Meeting of IFIP WG6.1

•	A Restructuring of X.25 into HDLC; Louis Pouzin

•	Source Routing in Computer Networks; Carl A. Sunshine

Volume 7, Number 2 (April 1977)

•	A Formalised Technique for Expressing Message Generators; A. J. Payne

•	Augmented ASCII Standard—Comments Solicited

•	Graph Theory Applied to Optimal Connectivity in Computer Networks; J. M. McQuillan

Volume 7, Number 3 (July 1977)

•	The Role and Nature of a Virtual Terminal; D. L. A. Barber

•	Proposal for a Scroll Mode Virtual Terminal

•	Symmetry and Attention Handling: Comments on a Virtual Terminal; A. Dunki and P. Schicker

•	A Virtual Terminal Protocol Based on the Use of Zones; D. L. A. Barber

•	An RJE Protocol for a Resource Sharing Network; John Day and Gary R. Grossman

•	The Current Status of Data Communications in Japan

Volume 7, Number 4 (October 1977)

•	SDLC and BSC on Satellite Links: A Performance Comparison; K. C. Traynham and R. F. Steen

•	X.25 Link Access Procedure; Bernard Cosell, Alan Nemeth, and David Walden

•	A Problem with the X.25 Link Access Procedure; Jack Gostl

•	Some Problems with the X.25 Packet Level Protocols; Dag Belsnes and Ejvind Lynning

•	Notes on the X.25 Procedures for Virtual Call Establishment and Clearing; Gregor V. Bochmann

•	USA Position on Datagram Service

1978

Volume 8, Number 1 (January 1978)

•	A Note on Network Symmetry and Call Collision; Anthony Lauck

•	The Implementation of RPCNET on a Minicomputer; Allen Springer, Livio Lazzeri, and Luniano Lenzini

•	Progress Report on the Automatic and Proven Protocol Verifiers; Jan Hajek

•	Results of the ANSI X3S3.7 Survey on Datagram-Interface Standard

•	ISO Position on Datagram Service

Volume 8, Number 2 (April 1978)

•	Interface Communication Processor for Public Packet Switching Networks; Kinji Ono, Yoshitori Urano, Kenji Suzuki, Hiroshi Matsunaga, Yuzo Tanaka, and Shunichi Sakurai

•	Issues Concerning the Frame Mode DTE/DCE (FDTE/DCE) Interface

•	Conference Review: Computer Network Protocols Symposium

Volume 8, Number 3 (July 1978)

•	An Overall Network Architecture Suitable for Implementation with either Datagram or Virtual Circuits Facilities; Yutaka Matsushita, Mikio Sakuma, Hideki Nishigaki, Nobuyoshi Miyazaki, and Isamu Yoshida

•	X.25 Asymmetries and How to Avoid Them; Colin Bradbury

•	Survey of Protocol Definition and Verification Techniques; Carl A. Sunshine

•	Provisional Model of Open-Systems Architecture; ISO/TC 97/SC 16 N34

Volume 8, Number 4 (October 1978)

•	A Simulated Data Communication Network; A. Gaspar and P. Lamm

•	A Survey of End-to-End Retransmission Techniques; S. W. Edge and A. J. Hinchley

•	Telecommunications and Information Agency

•	AT&T’s Advanced Communications Service

1979

Volume 9, Number 1 (January 1979)

•	Measurement of Interactive Response Time (from US Federal Information Processing Standard 5)
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�The editor of this review recently made the mistake of inviting me to discuss those problems and areas which I think require ÒurgentÓ investigation in the field of Computer Communications. What a wonderful oppor�tun�ity to express my biased opinions!

First let me say that this is a most exciting time to be conducting research in the field of Computer Communications. The area has certainly come of age, the applications have clearly been identified, the technology exists to satisfy those needs and the public may even be ready for the revolution.

Perhaps the most sophisticated form of Computer Communications may be found in data communication networks. In the April 1974 issue of this review, Wushow Chou (CHOU 74) discussed some of the design problems for these networks and the reader is referred to his comments for some specific problem areas. The 1960s was the era of time-shared computing systems and other forms of multi-access computing. Computer communication networks represent multi-access in spades! These networks and computer systems give rise to inherent sources of conflict among the multiusers in attempting to access the many resources offered. The question of conflict resolution lies at the root of most of the problems that we encounter. However, we are willing to put up with the conflicts in order to gain the great benefits possible through resource sharing. Resource sharing and resource allocation are perhaps the key elements and key problems in the area of Computer Communication Systems. A fair amount of sophistication is usually required in the allocation of resources in order to realize the large savings from resource sharing. It therefore behooves one to understand the nature of these processes. Specifically, sharing will only work if the load does not exceed the capacity of the system and, in that case, large shared systems will permit efficient scheduling due to the smoothing effect of the law of large numbers. Thus in a real sense we find ourselves in the situation of deterministic processes which may be properly scheduled for ease of sharing.

Some of the specific problem areas in which research is currently taking place and where principal results are still required include the following. First there is the design of large computer communication networks; by this I mean on the order of a thousand nodes or more. The computational and combinatorial complexities encountered here are enormous and some extremely clever partitioning and decomposition techniques are required for efficient design. Certainly not all the design problems have been resolved for the moderate sized networks such as, for example, the ARPANET (CARR 70, CROC 72, FRAN 70, FRAN 72, HEAR 70, KLEI 70, MCKE 72, MCQU 72, ORNS 72, ROBE 70, ROBE 72, ROBE 73a, THOM 72). Among the more serious technical problems remaining in moderate size network design is the flow control problem which has been a constant boobie trap in existing networks. Flow control refers to those procedures which limit the entry of messages into the network for one reason or another. These control procedures incorporate reassembly functions and/or sequencing functions which can lead to deadlock conditions or throughput degradation condi�tions. Clever and effective flow control proce�dures along with a procedure for verifying their capability and correctness is an open research area. Another class of problems which are of current research importance involve the use of radio for communica�tions. In particular, satellite communica�tions in a com�pu�ter com�mun��ica�tions network offers some extreme advan�tages with regard to providing long-haul high speed inexpensive communications. These satellite channels have been studied in a multi-access uplink, broadcast downlink mode and have been shown to be quite effective in this role (ABRA 73, KLEI 73, ROBE 73b). The characteristic of satellite communications is that the propagation delay usually far exceeds the transmission time of a packet or message. Numerous transmission techniques are possible and one can take advantage of the broadband capabilities of the satellite. At the other extreme, the use of ground radio transmission, once again in a multiaccess broadcast mode, is extremely interesting for providing access from a terminal to a switching computer acting perhaps as a gateway into a network. The problems here are similar to that of satellite transmission except that the parameters yield a propagation delay which is far less than the transmission time for the packet or message. As a result, special techniques are used to take advantage of this relationship (KLEI 74a). Another extremely interesting class of problems, which as yet has not been properly studied, is that of interconnecting different computer networks on a national or global basis. Just what the protocols should be and where these protocols should reside are as yet unsettled. For example, should the assembly be done at the gateways between networks or at the source and destination of the message traffic? Further, how can one sensibly handle the case when different sized packets are expected in each of the networks? More, how does one introduce an equitable charging and accounting scheme in such a mixed network system? In fact, the general question of accounting, privacy, security and resource control and allocation are really unsolved questions which require a sophisticated set of tools.

In all of these research endeavors, it is worthwhile to indicate that set of tools in which the research scientist should be skilled. Among these I would emphasize probability theory (FELL 66), queueing theory (KLEI 74b), network flow theory (FRAN 71), and optimization theory (BEVE 70). In addition, it is almost imperative that the researcher have a strong computer science background with an emphasis perhaps in operating systems, and this should be supplemented with some background in communication theory, at least at the elementary levels. Such individuals tend to be rare with the weakness either coming on the theoretical side or on the computer science background side. At the universities we are attempting to correct this lack and are meeting with partial success.

Above I have outlined some of the outstanding problems which require solution in terms of impact their solutions will have on the growth of computer communications. By design I have been vague in order not to bias the outlook which comes from fresh entries into this field. The problems certainly are significant and challenging and are worthy of oneÕs attention. However, I would also urge the neophyte researcher to be on the lookout for additional applications of the so far successful techniques which we have used in computer communications, and attempt to find their use in areas outside this field.
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ABSTRACT

We are in the midst of some truly revolutionary changes in the field of computer-communications, and these offer opportunities and challenges to the research community. One of these changes has to do with nomadic computing and communications. Nomadicity refers to the system support needed to provide a rich set of capabilities and services to the nomad as he moves from place to place in a transparent and convenient form.  This new paradigm is already manifesting itself as users travel to many different locations with laptops, PDA's, cellular telephones, pagers, etc. In this paper we discuss some of the open issues that must be addressed as we bring about the system support necessary for nomadicity. In addition, we present some of the considerations with which one must be concerned in the area of wireless communications, which forms one (and only one) component of nomadicity.



�INTRODUCTION�

There are few things in one’s professional life as gratifying as finding a powerful new analytical result that provides insight into a class of interesting computer-communications problems. Results of this kind change the way we think about such a class of problems. Many of us, as former winners of the ACM SIGCOMM Award, have been recognized for just that kind of work. 

However, among those activities that do compete with such “results with insight” for excitement and gratification, is the exploration of emerging new tech�nol�ogies that represent a major shift in the way we do things, as opposed to how we think about things. It is just such a new technology, namely, Nomadic Comput�ing, that we discuss in the present paper.

The fact is that the field of computer-communications in its largest sense (i.e., not simply the wires and networks, but also the infrastructure, the middleware, the appli�cations, the uses and users of the technology) is in the midst of an accelerating groundswell. Witness the fact that the Internet is now a household word (just ask your neighbors). The use of the Worldwide Web (WWW) is growing faster than any other application we have ever witnessed in 25 years of networking (from the day the ARPANET was born at UCLA in September 1969 up to the present); and the WWW is still in its infancy! 

Three things have converged in the last three years to bring our field into center stage of technology, science, and society:

The focus by the present Federal Administration on the National Information Infrastructure (NII). 

The explosive growth of the Internet.

The recognition by the commercial and entertainment world that networking has an enormous market potential. 

Taking center stage brings with it opportunities and responsibilities. For example, do we as technologists have a responsibility to evaluate the likely scenarios that follow from the differing visions of each of the three events above? Is there a need to find a vision and an architecture for the NII which permits an integrated view of these differing visions? How do we address the needs of certain public interest communities (e.g., those of research, education, library) who do not have a natural platform for expressing their needs and who depend, in large part, upon government support for their activities?  What is the role of government in these matters? What are the opportunities and responsibilities of our profession?  We choose not to dwell any further on this here, but refer the reader for a discussion of these and many related issues to a report released last year by the National Research Council [1].

What is noteworthy is that we are in the midst of some very significant changes in many aspects of informa�tion technology, and these changes reach far beyond the purely technical aspects of our profession. It is at times like this that new innovations in thinking are called for, that major shifts in the use of technology must be recognized and anticipated, and that future, unknown, killer applications of the technology must not be precluded by the imposition of shortsighted archi�tec�tural constraints. Yes, indeed, this is a time of great opportunity for our technology and its applica�tions. 

A MAJOR SHIFT

Currently, most users of think of computers as associated with their desktop appliances or with a server located in a dungeon in some mysterious basement. However, many of those same users may be considered to be nomads, in that they own computers and communication devices that they carry about with them in their travels as they move between office, home, air�plane, hotel, automobile, branch office, etc. Moreover, even without portable computers or communications, there are many who travel to numerous locations in their business and personal lives, and who require access to computers and communications when they arrive at their destinations.  Indeed, a move from one’s desk to a conference table in one’s office constitutes a nomadic move since the computing platforms and communica�tions capability may be considerably different at the two locations. The variety of portable computers is impressive, ranging from laptop computers, to notebook computers, to personal digital assistants (or personal information managers), to smart credit card devices, to wrist watch computers, etc.  In addition, the commun�ica�tion capability of these portable computers is advancing at a dramatic pace from high speed modems, to PCMCIA modems, to email receivers on a card, to spread-spectrum hand-held radios, to CDPD trans�ceivers, to portable GPS receivers, to gigabit satellite access, etc. 

The combination of portable computing with portable communications is changing the way we think about information processing [8]. We now recognize that access to computing and communications is necessary not only from one’s “home base”, but also while one is in transit and when one reaches one’s destination.�

These ideas form the essence of the “major shift” to nomadic computing and communications that we choose to address in this paper. The focus is on the system support needed to provide a rich set of capa�bilities and services to the nomad as he moves from place to place in a transparent and convenient form. 

NOMADIC COMPUTING�

We are interested in those capabilities that must be put in place to support nomadicity. The desirable charac�teristics for nomadicity include independence of location, of motion, of platform and with widespread presence of access to remote files, systems and services. The notion of independence here does not refer to the quality of service one sees, but rather to the perception of a computing environment that automatically adjusts to the processing, communica�tions and access available at the moment. For example, the bandwidth for moving data between a user and a remote server could easily vary from a few bits per second (in a noisy wireless environment) to hundreds of megabits per second (in a hard-wired ATM environment); or the computing platform available to the user could vary from a low-powered Personal Digital Assistant while in travel to a powerful supercomputer in a science laboratory. Indeed, today’s systems treat radically changing connectivity or bandwidth/latency values as exceptions or failures; in the nomadic environment, these must be treated as the usual case. Moreover, the ability to accept partial or incomplete results is an option that must be made available due to the uncertainties of the informatics infrastructure.

The ability to automatically adjust all aspects of the user’s computing, communication and storage func�tion�ality in a transparent and integrated fashion is the essence of a nomadic environment.

Some of the key system parameters with which one must be concerned include: bandwidth; latency; relia�bil�ity; error rate; delay; storage; processing power; interference; interoperability;  user interface; etc. These are the usual concerns for any computer-communication environment, but what makes them of special interest for us is that the values of these parameters  change dramatically as the nomad moves from location to location. In addition, some totally new and primary concerns arise for the nomad such as weight, size and battery life of his portable devices. And the bottom line consideration in many nomadic applications is cost.

As researchers and users, there are a number of enchanting reasons why nomadicity should interest you. For example, nomadicity is clearly a newly emerging technology that users are already surround�ed with. Indeed, this author judges it to be a paradigm shift in the way computing will be done in the future, so why not begin working in the field now? Information technology trends are moving in this direction. Nomadic computing and communications is a multi�disciplinary and multiinstitutional effort. It has a huge potential for improved capability and con�venience for the user. At the same time, it presents at least as huge a problem in interoperability at many levels. The contributions from any investigation of nomadicity will be mainly at the middleware level. The products that are beginning to roll out have a short term focus; however, there is an enormous level of interest among vendors (from the computer manufacturers, the networking manufacturers, the carriers, etc.) for long range development and product planning, much of which is now underway. Whatever work is accomplished now will certainly be of immediate practical use.

There are fundamental new research problems that arise in the development of a nomadic architecture and system. Let us consider a sampling of such problems. Below, we break these into Systems Issues and Wireless Networking Issues.

Systems Issues

One key problem is to develop a full System Architecture and Set of Protocols for nomadicity. These should provide for a transparent view of the user’s dynamically changing computing and communi�ca�tions environment. The protocols must satisfy the following kinds of requirements:

Interoperation among many kinds of infrastructures (e.g., wireline and wireless)

Ability to deal with unpredictability of: user behavior, network capability, computing platform

Provide for graceful degradation

Scale with respect to: heterogeneity, address space, quality of service (QoS), bandwidth, geo�gra�phical dimensions, number of users, etc.

Integrated access to services

Ad-hoc access to services

Maximum independence between the network and the applications from both the user’s viewpoint as well as from the development viewpoint

Ability to match the nature of what is transmitted to the bandwidth availability (i.e., compression, approximation, partial informa�tion, etc.)

Cooperation among system elements such as sensors, actuators, devices, network, operating system, file system, middleware, services, applications, etc.

In addition, the components that can help in providing these requirements are:

An integrated software framework which pre�sents a common virtual network layer

Appropriate replication services at various levels

File synchronization

Predictive caching

Consistency services

Adaptive database management

Location services (to keep track of people and devices)

Discovery of resources

Discovery of profile 

A second research problem is to develop a Reference Model for Nomadicity which will allow a discussion of its attributes, features and structure in a consistent fashion. This should be done in a way that characterizes the view of the system as seen by the user, and the view of the user as seen by the system. The dimensions of this reference model might include:

System state consistency (i.e., is the system consistent at the level of email, files, database, applications, etc.)

Functionality (this could include the bandwidth of communications, the nature of the commun�ica�tion infrastructure, the quality of service provided, etc.)

Locality, or Awareness (i.e., how aware is the user of the local environment and its resources, and how aware is the environment of the users and their profiles)

A third research problem is to develop Mathematical Models of the nomadic environment. These models will allow one to study the performance of the system under various workloads and system configurations as well as to develop design procedures.

As mentioned above, the area of nomadic computing and communications is multidisciplinary. A list of the disciplines which contribute to this area are (in top-down order):

Advanced applications, such as multimedia or visualization

Database systems

File systems

Operating systems

Network systems

Wireless communications

Low power, low cost radio technology

Micro-electro-mechanical systems (MEMS) sensor technology

MEMS actuator technology

Nanotechnology

The reason that the last three items in this list are included is that we intend that the nomadic environment include the concept of an intelligent room. Such a room has imbedded in its walls, furniture, floor, etc., all manner of sensors (to detect who and what is in the room), actuators, communica�tors, logic, cameras, etc. Indeed, one would hope to be able to speak to the room and say, for example, “I need some books on the subject of spread spectrum radios.” and perhaps three books would reply. The replies would also offer to present the table of contents of each book, as well, perhaps, as the full text and graphics. Moreover, the books would identify where they are in the room, and, if such were the case, might add that one of the books is three doors down the hall in a colleague’s office!

There are numerous other systems issues of interest that we have not addressed here. One of the primary issues is that of security, which involves privacy as well as authentication. Such matters are especially difficult in a nomadic environment since the nomad often finds that his computing and communication devices are outside the careful security walls of his home organization. This basic lack of physical security exacerbates the problem of nomadicity. 

We have only touched upon some of the systems issues relevant to nomadicity. Let us now discuss some of the wireless networking issues of nomadicity.

Wireless Networking Issues

It is clear that a great many issues regarding nomadicity arise whether or not one has access to wireless communications. However, with such access, a number of interesting considerations arise which we discuss in this section.

Access to wireless communications provides two capabilities to the nomad. First, it allows him to communicate from various (fixed) locations without being connected into the wireline network. Second, it allows him to communicate while traveling. Although the bandwidth offered by wireless communication media varies over an enormous range as does the wireline network bandwidth, the nature of the error rate, fading behavior, interference level, mobility issues etc., for wireless are considerably different so that the algorithms and protocols require some new and different forms from that of wireline networks [3]. 

The cellular radio networks that are so prevalent today have an architecture that assumes the existence of a cell base station for each cell of the array; the base station controls the activity of its cell. The design considerations of such cellular networks are reasonably well understood and are being addressed by an entire industry [5]. We discuss these no further in this paper.�

There is however, another wireless networking architecture of interest which assumes no base stations [2,6]. Such wireless networks are useful for applications that require “instant” infrastructure, among others. For example, disaster relief, emergency operations, special military operations, clandestine operations, etc., are all cases where no base station infrastructure can be assumed. In the case of no base stations, maintaining communications is considerably more difficult. For example, it may be the case that the destination for a given reception is not within range of the transmitter, in which case some form of relaying is required; this is known as multi-hop communications. Moreover, since there are no fixed location base stations, then the connectivity of the network is subject to considerable change as devices move around and/or as the medium changes its characteristics. A number of new consider�a�tions arise in these situations, and new kinds of network algorithms are needed to deal with them.

In order to elaborate on some of the issues with which one must be concerned in the case of no base stations, we decompose the possible scenarios into the following three: 

Static Topology with One-Hop Communications: In this case, there is no motion among the system ele�ments, and all transmitters can reach their destina�tions without any relays. The issues of concern, along with the needed network algorithms (shown in italics), are as follows:

Can you reach your destination: Power Control 

What access method should you use: Network Access Control

Which channel (or code) should you use: Channel Assignment Control

Will you interfere with another transmission: Power and Medium Access Control

When do you allow a new “call” into the system: Admission Control

For different multiplexed streams, can you achieve the required QoS (e.g., bandwidth, loss, delay, delay jitter, higher order statistics, etc.): Multimedia Control

What packet size should you use: System Design

How are errors to be handled: Error Control

How do you handle congestion: Congestion Control

How do you adapt to failures: Degradation Control

Static Topology with Multi-Hop Communications: Here the topology is static again, but transmitters may not be able to reach their destinations in one hop, and so multi-hop relay communications is necessary in some cases. The issues of concern, along with the needed network algorithms (shown in italics) ARE ALL OF THE ABOVE PLUS:

Is there a path to your destination: Path Control

Does giant stepping [7] help: Power Control

What routing procedure should you use: Routing Control

When should you reroute existing calls: Reconfiguration Control

How do you assign bandwidth and QoS along the path: Admission Control and Channel Assign�ment

Dynamic Topology with Multi-Hop: In this case, the devices (radios, users, etc.) are allowed to move which causes the network connectivity to change dynamically. The issues of concern, along with the needed network algorithms (shown in italics) ARE ALL OF THE ABOVE PLUS:

Do you track or search for your destination: Location Control

What network reconfiguration strategy should you use: Adaptive Topology Control

How should you use reconfigurable and adaptive base stations: Adaptive Base Station Control

These lists of considerations are not complete, but are only illustrative of the many interesting research problems that present themselves in this environment. Indeed, in this section we have addressed only the network algorithm issues, and have not presented the many other issues involved with radio design, hardware design, tools for CAD, system drivers, etc. 

CONCLUSION

In this paper we have presented nomadicity as a new paradigm in the use of computer and communications technology and have laid down a number of challenging problems. The field is current, exciting, draws from many disciplines, and offers a variety of kinds of problems whose solutions are of immediate importance. You can contribute to nomadicity in a number of ways, limited only by your imagination. We have thrown down the gauntlet - now it’s your move.
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THE ALOHA SYSTEM is composed of a related series of contracts and grants from a variety of funding agencies with principal support from ARPA, which deal with two main themes: computer communications (TASK 1), and computer structures (TASK 2).

Under computer�communications there is work in (a) Studies on computer communications using radio and satellites, (b) The development of a prototype radio�linked time�sharing network, (c) System studies and planning for a Pacific area computer communications network linking major universities in the U.S., Japan, Australia and other Pacific countries.

Under computer structures, we are engaged in research/development in multiprocessor computing structures, computer networks, and geographically distributed computing systems. This work is being undertaken in two phases: 1) the establishment of a research facility and 2) the research work itself. The research facility is centered around the BCC 500 computing system.



TASK 1: RADIO COMMUNICATIONS



Developments in remote access computing during the latter part of the 1960's have resulted in increasing importance of remote time�sharing, remote job entry and networking for large information processing systems. The present generation of computer�communication systems is based on the use of leased or dial�up common carrier facilities, primarily wire connections. Under many conditions such communication facilities offer the best possible communica�tions option to the overall system designer of a large computer�communication facility. In other circumstances, however, the organization of common carrier data communication systems seriously limits the possibilities of a large information processing system.

Since September 1968, THE ALOHA SYSTEM Project at the University of Hawaii has investigated alternatives to the use of conventional wire communications in a geographically diffuse computer system. When the constraint of data communications by wire is eliminated a number of options for different methods of organizing data communications within a computer�communications net are made available to the system designer. THE ALOHA SYSTEM Project has investi�gated the use of a new and simple form of random access communications for a statewide university computing system; the first links in this UHF radio�linked computer system, were set up in mid�1971.

Since that time the ALOHA SYSTEM has been in continuous operation. The ALOHA network uses two 24,000 baud channels at 407.350 MHz and at 413.475 MHz in the upper UHF band. ALOHA uses packet switching techniques similar to that employed by the ARPANET, in conjunction with a novel form of random�access radio�channel multiplexing.

We are now developing a Phase II ALOHA network with mini� and micro-�computers as programmable terminals and repeaters. This effort is part of the work undertaken by the Packet Radio Group under the direction of Robert E. Kahn of ARPA. In conjunction with the hardware development we are also conducting system studies on the effects of different channel protocols upon system performance and also on the properties of the random�access channel (known now as the ALOHA Channel) used in different modes.



TASK 1: SATELLITE COMMUNICATIONS



We are now conducting experiments on the effective uses of high capacity satellite channels for packet switched communications. The experiments are centered around the geosynchronous satellites ATS�1 of NASA and INTELSAT IV of COMSAT.

With the development of new digital communications systems by COMSAT in which data at the rate of 50K baud can be transmitted through a single voice channel, data transmission by satellite has become both technologically and economically realizable. During the past year we have initiated two specific research projects for satellite extension of THE ALOHA SYSTEM and several theoretical studies involving the unique properties of satellite channels. The first of the projects involves the use of large commercial ground stations and the establishment of an ARPANET SATELLITE SYSTEM; the second involves the use of small inexpensive ground stations in a joint research effort with NASA Ames Research Center. In regard to the ARPANET SATELLITE SYSTEM we have been involved in a joint study with ARPA, BBN, UCLA, and Xerox PARC to design a suitable protocol for packet communications via satellite.

In December 1972, a 50 kilobaud data channel using a single PCM voice channel was installed between the COMSAT ground stations at Paumalu, Hawaii and Jamesburg, California. The first subscriber of this service was ARPA for inclusion of THE ALOHA SYSTEM into the ARPANET. The BCC 500 computer is planned to be the main HOST of the Hawaii TIP. We are also planning to connect the MENEHUNE (the communications computer for the ALOHA net) as the second HOST.

The second satellite project involves the use of the NASA satellite ATS�1 using small inexpensive ground stations which cost less than $5,000 each. Thus far we have progressed to the point where an ALOHA random access burst mode channel is in operation between the University of Hawaii, NASA/AMES Research Center and the University of Alaska. During the following year we plan to interface this channel into a computer near each of these ground stations, extend the number of ground stations to other sites, including possibly universities in Japan (Tohoku), Australia (Sydney), and other Pacific countries and establish a small ground station satellite network on an experimental basis.

We are also studying the possibility of using a complete transponder on a U.S. domestic satellite for ARPA Network operation. Such a transponder might provide megabit or higher data rates using a transponder dedicated to packet switched operation and terminating in a large number of moderately priced ground stations at a cost of only a fraction of the expected land line costs by the end of 1974. In addition to lower costs and higher speeds, a packet switched transponder on a domestic satellite would provide for higher network connectivity and enhanced possibilities for new forms of resource sharing.



TASK 2: BACKGROUND

Task 2 of THE ALOHA SYSTEM is concerned with multiprocessor computing structures and systems. Its primary research facility is the large BCC 500 system which was brought from Berkeley, California when Berkeley Computer Corporation ceased activities.

The main ideas involved in the 500's design were formulated by project GENIE at UC, Berkeley during 1967 and 1968. At that time it was planned that a private company would participate with UC in a joint design effort for a multi�user computing system designed expressly for on�line activities. This arrangement did not work well, however, and in early 1969 a number of persons from the project left UC and formed BCC with the specific goal of building a working prototype of a similar system.

This effort came to an end two years later when, with the nation's economy in a severe recession and the entire computing industry in an accompanying 'adjustment', the company ran out of available development capital a few months short of its goal of producing income on its prototype. The system itself, however, was almost complete and had been running an operating system for six months.

The equipment was acquired by the University of Hawaii upon the formation of Task 2 and was brought to Honolulu in early 1972. Since that time much of the Task's efforts have been directed to setting up the system once again and reconstructing some of the hardware after careful analysis of its state. Software development has also been done since the system has been locally usable beginning in March, 1973. By December, 1973 the system will achieve full host status on the ARPANET and will be operated regularly. By virtue of the time difference between Hawaii and the mainland — especially the East Coast — the system might be especially attractive for browsers.



TASK 2: BCC 500 SYSTEM

The system hardware includes two central processors and five special�purpose processors, 128K 24�bit words of central memory (i.e. visible to all processors), 32K words of additional memory connected to some of the special purpose processors, 4 million words of drum storage (transferring at 2 megawords/sec, or 6 megabytes/ sec) and 380 megabytes of disk storage. The central processors are provided each with memory maps giving them the ability to address 256K words of paged, virtual memory of which half is available for user programs.

The special�purpose processors implement those portions of the operating system which are concerned with global system tasks. These include memory management��central memory allocation, dynamic drum allocation, disk allocation and all page traffic between these devices; character input/output��to and from terminals including the handling of break and/or wakeup characters and remote echo strategies; central processor scheduling; and the NCP process for network protocol handling. Those operating system functions which are oriented toward the individual user process, i.e., which can be done by calls from the user process not requiring its blocking, are performed on the CPU's in a conventional manner. The systems code for these functions resides in one of two hardware�implemented system rings (a third ring permits the user process to run while permitting the system full protection from it).

All system software is written in SPL, a systems�programming language developed by BCC for operating systems and utility subsystems 'like compilers) There is no assembly language. All compiled code is reentrant and sharable between tasks.

The CPU's have a special mode selectable in their state word which permits them to execute XDS 940 machine language directly. A utility program, called the 940 Emulator, is available to all users and operates in conjunction with 940 programs, serving to translate 940 system calls which are otherwise trapped into equivalent sequences of 500 system calls. In this fashion all available 940 software will run on the 500 system.

We will welcome your on�line exploration of our system as it assumes host status and direct your attention particularly to the SPL language. Please address your questions and comments to: Wayne Lichtenberger, 486 Holmes Hall, University of Hawaii, 2540 Dole Street, Honolulu, Hawaii 96822.

�











[Insert Kuo Figure here]
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Introduction

A characteristic of almost all communication protocols is the use of unique numbers to identify individual pieces of data. These identifiers permit error control through acknowledgement and retransmission techniques. Usually successive pieces of data are identified with sequential numbers and the identifiers are thus called sequence numbers.

This paper discusses techniques for selecting and synchronizing sequence numbers such that no errors will occur if certain network characteristics can be bounded and if adequate data error detection measures are taken. The discussion specifically focuses on the protocol described by Cerf and Kahn (1), but the ideas are applicable to other similar protocols.

The Problem

One of the problems with the protocol described by Cerf and Kahn which was brought out by our experiments at BBN is "How do you identify duplicate packets from a previous use of a particular connection?". What is necessary is a means for either the receiver of the late packet to identify the packet as late or a means for the originator of the packet to tell the receiver that the packet was late.

The protocol as described provides a fine mechanism for identifying late packets while data are actively flowing between two ports. It would also work fine if hosts never went down and had large amounts of storage. But hosts do go down and have to be restarted and hosts don't have an inexhaustible supply of storage.

The Solution

The essence of the solution is that sequence numbers must be chosen such that a particular sequence number never refers to more than one byte at any one time and the valid range of sequence numbers must be positively synchronized whenever a connection is used. The former requires careful attention to the method used for selecting initial sequence numbers. The latter requires a more involved handshake than that provided by the protocol.

Positive Synchronization

Achieving positive synchronization requires a three way handshake for SYN and a two-way handshake for REL. This is necessary because the passive side of the connection must have positive assurance from the active side that the packet received is current. Simply receiving a packet does not provide this assurance. Assuming one end as the initiator and the other end as responder, the normal procedure for synchronizing sequence numbers is:

1) Initiator sends a SYN with a unique sequence number (one that cannot be outstanding in the net).

2) Responder receives this packet but does not process the data (if any) because it does not know whether or not the packet is a late duplicate.

3) Responder returns a packet which ACKs the initiator's number and SYNs the responder's unique sequence number.

4) The initiator receives the responder's SYN and believes it because it ACKs an appropriate sequence number and SYNs a previously unsynchronized (in that direction) connection. The initiator now knows that the responder is willing to go ahead and knows where the responder is going to start but the responder does not yet know if the initiator was really trying to synchronize or if the packet received was a late duplicate.

5) The initiator sends back a packet which ACKs the responder's sequence number.

6) The responder receives this packet and believes it because it ACKs an appropriate sequence number and has a sequence number of its own which is in the appropriate range. The original packet and this one may now be processed further, data delivered, RELs processed etc.

The handshake for REL needs to be only two-way because valid sequence numbers have been established and may be used to acknowledge the REL. Since the need to send a REL may occur at times when there are no data bytes to transmit, a dummy byte which is not delivered to the user process is sent to provide something to be acknowledged.

A consequence of this need for positive synchronization is that any data in the initial packet with the SYN may not be delivered to the user process until the validity of the packet is verified. It is useful to include data in the initial packet, however, since that data may be acknowledged in the first response packet eliminating the need for a subsequent packet for acknowledging the data. A minimum exchange for data flow in one direction is four packets. This is illustrated by example below. The fourth packet is required to inform the initiator that it may forget the connection information.

It is also necessary to provide a mechanism to negatively acknowledge responses to spurious packets. A REJ bit or command should be provided for this purpose.

Selecting Unique Sequence Numbers

The assumption that networks may generate duplicate packets with possibly long lifetimes renders the task of providing for unique sequence number non-trivial. The period of time over which a particular sequence number may refer to a particular byte requires knowing an upper bound on the packet lifetime in the network. This bound must be moderately tight because, as this bound becomes looser, either packet overhead must increase due to the need for more bits of sequence number or transmission rate must be restricted so that sequence number are not reused before packets die out in the network. The period during which a particular sequence number refers to a particular byte is then some small multiple of this packet lifetime (depending on how many reverberations the protocol will support). I will use T as a parameter of the protocol design which designates this small multiple of the packet lifetime.

The size of the window plays a part in determining whether a late packet might be confused with current packets. A large window increases the maximum sequence number the receiver will accept as valid. The maximum window size is a design parameter of the protocol and must be specified before the protocol is complete. For our purposes, the window size can be conveniently thought of as extending the apparent packet lifetime (T) and will not be discussed further here.

Also subsumed into the parameter T is the maximum host service interruption time. If a host stops executing for a period of time and then resumes with no loss, any packets held in that host during that period, whether they are data packets or acknowledgement packets, are effectively delayed by the duration of the service interruption. This delay is indistinguishable from any delay caused by the network itself.

Another parameter of the protocol design is the maximum data rate. The maximum data rate design parameter may be less than or greater than the data rate achievable by the network and associated hardware. The design parameter will probably ultimately be less than the hardware/network limitation as technology improves. If this is the case, software control will have to be used to limit the actual data rate.

Given the maximum data rate (R) and the maximum packet lifetime (T) and the maximum sequence number (M), we can define the minimum sequence number cycle time (C) as

C = M/R

and state that this must be larger than the maximum packet lifetime

C > T

This inequality must be guaranteed otherwise packets with the same sequence numbers, but from an earlier cycle, may still exist in the network.

The selection of values for some of these parameters is arbitrary. One could select a field width for sequence numbers thus determining M and compute R from that. T is determined by the network characteristics. The amount by which C exceeds T must also be selected. The amount by which C exceeds T determines how frequently sequence numbers must be resynchronized when activity is low (see below). Therefore, C should be substantially greater than T.

Since the choice of sequence numbers is directly under control of the sender, it is best to place the responsibility for selecting unique sequence numbers on the sender. The receiver then accepts a packet on the basis of whether the sequence number falls within the current window or not. If the receiver has no current window then the handshake described above is used to establish one.

To prevent reusing a particular sequence number too soon it is necessary for the sender to have knowledge about when that sequence number was last used. Figure 1 illustrates the situation when complete knowledge of this sort is available. The curve of actual sequence numbers used as a function of time permits a region of forbidden sequence number vs. time points to be defined. The curve of actual sequence numbers is not permitted to reenter this region. Complete knowledge of this kind requires a prohibitive amount of storage.

Another possibility is to retain a few numbers which permit the sequence number curve to be bounded. This scheme and the previous one require a memory which persists at least as long as T even in the event of system crashes or other memory destroying events.

The method I will describe uses a time-of-day clock to govern the selection of sequence numbers. The choice of a time-of-day clock for this purpose is natural since time is the factor which determines whether duplicates might still exist. If the time-of-day clock has its own natural period such as seconds since midnight, then it is necessary to choose the sequence cycle time (C) such that the clock period is an integral multiple of C. There are several mappings of clock to sequence number. The mapping which maintains maximum resolution is given by the expression

(V mod C)*M/C

where V is the clock value, C is the sequence cycle time in units of V, and M is the maximum sequence number. The sequence number equivalent given by this formula is called ISN (initial sequence number) in the following discussion. ISN is used for the initial sequence number for establishing or re-establishing a connection in the absence of other information.

A plot of ISN as a function of time is shown in figure 2. The step size depends on the resolution of the time-of-day clock and the range of sequence numbers required. The step size is exaggerated in the figure. Also on figure 2 are drawn another staircase preceeding the ISN curve by one step, a staircase delayed from that by C-T, and a horizontal line labelled "last used seq no.". These lines delimit a region of allowed sequence numbers. If packets are never given sequence numbers outside of this region, there will never be any problem with confusing late arriving packets with current packets. This is because the sequence number of a late arriving packet will be outside the allowed region either because the current sequence numbers have gone beyond it thus raising the lower boundary or because it is impossible for enough time to have passed to place it in the allowed region of the next cycle. Remember that the next cycle will not occur until an amount of time greater than T has passed and, by definition, the packet cannot persist for that length of time.

The sequence number constraints may be summarized as follows:

a.	The current sequence number must not "get ahead" of the ISN clock by more than one step because packets with those sequence numbers from the previous sequence number cycle may be left in the network.

b. The current sequence number must not "fall behind" the ISN clock by more than C-T-<one clock step> because duplicates of packets generated with such sequence numbers may appear later and be confused with the (then current) ISN.

c. Potential sequence numbers must increase monotonically even when the connection is inactive because there will almost certainly be a conflict if there are any packets remaining in the network.

Referring to figure 2 again, note that one of the bounds of the allowed region is the largest (last) used sequence number. This would seem to require that that number be remembered at least as long as its reuse might cause confusion (T). This would require excessive amounts of storage in all except a few special cases. It is necessary to remember it for a short time because it may exceed the ISN curve. This could be avoided by moving the ISN curve to the extreme left edge of the allowed region. Doing this, however, makes it immediately impossible to use the sequence number selected from the ISN curve for communication until the next tick of the clock. This is, in fact, the reason why the ISN curve in figure 2 is shown displaced from the left edge of the allowed region.

The solution to this possible dilemma is to remember the last used sequence number if it is greater than ISN until the next clock tick. At this point the ISN curve will necessarily exceed the last used sequence number since, when the connection was active, the sequence numbers would not have been permitted to exceed the ISN curve by more than one tick since doing so would have placed the sequence numbers outside of the allowed region. In the event of a memory destroying event, such as a system restart, it is necessary to wait for one tick of the ISN because that insures that an initial sequence number selection will be greater than the sequence numbers in use just prior to the memory loss. The rules for selecting initial sequence numbers are as follows:

1. Remember the last used sequence number at least until the next tick of ISN.

2. Inhibit initial sequence number selection until at least one ISN tick has occurred following a memory loss (system restart).

3. If the last used sequence number is known, use it (incremented by 1) for a new initial sequence number.

4. If no last used sequence number is being remembered and rule 2 is satisfied, use ISN for a new initial sequence number.

Once an initial sequence number is selected, packets are given sequence numbers as specified by the protocol. Sequence numbers so selected must not equal or exceed ISN plus one step.

If data flows at less than maximum rate for a long enough time, the current sequence number would cross into the forbidden region on the right. Packets emitted with these sequence numbers and delayed by time T would conflict with a later value of ISN. This must be prevented by resynchronizing the sequence numbers to a larger value. In order to resynchronize sequence numbers, the current sequence numbers must be released and then a new sequence (using sequence number ISN) established.

Examples of Connection Synchronization

The dialogs below illustrate the interchange of letters that occurs in various situations. Each line of the dialog consists of a packet label in parentheses followed by the activity at process A where "<--" signifies the packet being received by A, "-->" signifies the packet being transmitted by A and "..." signifies that A is unaware of the packet at that time. Next appears a description of the packet in the form <SEQ n><control><data>. Next appears the activity at process B where "-->" signifies the packet is received by B. "<--" signifies the packet is transmitted by B. "..." signifies that B is unaware of the packet. The label is a handle on the packet for illustration purposes. When a packet is duplicated or retransmitted it will be given the same label. When the delay between transmission and reception of a packet is unimportant, the packet will be shown to be transmitted and received on the same line.

Unidirectional Connection with Sender Initiating



Lbl 	A 	Packet	B



(1)	-->	<SEQ O><SYN><>	-->

		A synchronizes to O.



(2)	<--	<SEQ O><SYN, ACK O><>	<--

		B synchronizes to O and acknowledges

		0.



(3)	-->	<SEQ O><ACK 0><10 Data Bytes>	-->

		A acknowledges B's O and sends some

		data.



(4)	<--	<SEQ O><ACK 10><> 	<--

		B acknowledges A's data.



(5)	-->	<SEQ 10><ACK 0><6 Data Bytes>	-->



(6)	<--	<SEQ O><ACK 16><>	<--



(7)	-->	<SEQ 16><ACK 0, REL><20 Data Bytes> 	-->

		A sends last data bytes and REL.



(8)	<--	<SEQ O><ACK 36, REL, CTL><Dummy Byte>	<--

		B acknowledges all A's data (and the 		

		REL) and sends its own REL.



(9)	-->	<SEQ 36><ACK 1><> 	-->

		A acknowledges B's REL.



Unidirectional with Receiver Initiating



(1) 	--> 	<SEQ O><SYN><>	-->

		A synchronizes to 0.



(2) 	<-- 	<SEQ O><SYN, ACK 0><14 Data Bytes>	<--

		B synchronizes to 0, acknowledges A,

		and sends data.



(3) 	--> 	<SEQ O><ACK 14><>	-->

		A acknowledges B's data.



(4)	<-- 	<SEQ 14><ACK 0><10 Data Bytes>	<--



(5) 	--> 	<SEQ O><ACK 24><>	-->



(6) 	<-- 	<SEQ 24><ACK 0, REL><5 Data Bytes>	<--

	

(7) 	--> 	<SEQ O><ACK 29, CTL, REL><Dummy Byte> 	-->

 

(8) 	<-- 	<SEQ 29><ACK 1><>	<--



Minimal Exchange Sender Initiating



(1) 	--> 	<SEQ O><SYN><21 Data Bytes> 	-->

		A synchronizes to O and sends data.

	

(2) 	<-- 	<SEQ O><SYN, ACK 21><> 	<--

		B acknowledges A's data and SYN's its	

		own sequence number. Data is not yet 

		delivered to user process.



(3) 	--> 	<SEQ 21><REL, ACK O><>	-->

		A acknowledges B's sequence number and

		REL's the connection. B delivers data

		to user process.



(4) 	--> 	<SEQ 22><ACK 1>	-->

		A acknowledges B's REL and drops the

		connection. Note that if this final ACK 

		gets lost, B will resend its REL and A �		will respond with an error reply. B must �		interpret this as equivalent to the ACK.



Late Duplicate SYN



(1) 	...	<SEQ x><SYN><23 Data Bytes>	-->

		B receives a late duplicate packet.



(2) 	<-- 	<SEQ O><SYN, ACK x+23><> 	<--

		B responds synchronizing its own 

		sequence numbers. A is not aware of 

		the connection.



(3)	-->	<SEQ x+23><REJ, ACK O><>	-->

		A rejects the response. B throws away

		the data and resets the connection.



Late Duplicate SYN Plus Late Response



(1) 	... 	<SEQ x><SYN><22 Data Bytes>	-->

		B receives the late duplicate packet �		containing SYN.



(2) 	<-- 	<SEQ O><SYN, ACK x+22><> 	<--

		B responds.



(3)	...	<SEQ x+22><ACK y><31 Data Bytes>	-->

		B receives a duplicate of the original

		response to the response to packet

		(1). Note that it ACK's y which is

		outside B's current sequence numbers.

		The packet is rejected since A's

		sequence numbers have not been

		verified and the ACK is out of range.



(4) 	--> 	<SEQ x+22><REJ, ACK O><> 	-->

		A rejects the response as in the 	

		previous example.



Simultaneous Initiation



(1) 	--> 	<SEQ O><SYN><15 Data Bytes> 	...

		A synchronizes to 0.



(2) 	... 	<SEQ O><SYN><> 	<--

		Meanwhile, B synchronizes too.



(1) 	... 	<SEQ O><SYN><15 Data Bytes>	-->

		A's packet arrives.



(3) 	... 	<SEQ O><SYN, ACK O><> 	<--

		B acknowledges A's sequence number and 				�		resynchronizes its own since it has not 	

		yet received verification from A.



(2) 	<-- 	<SEQ O><SYN><>	...

		B's original packet arrives at A.



(4)	-->	<SEQ O><SYN, ACK 0><15 Data Bytes> 	-->

		A sends its first packet again but this 

		time acknowledges B's sequence number. 

		B is now completely synchronized.



(3)	<--	<SEQ O><SYN, ACK O><> 	...

		B's first response arrives at A.  A is

		now completely synchronized.  This 

		continues as in the above cases.



Conclusion

The methods described above for managing use of sequence numbers on a connection assure that each byte of information is uniquely identified in spite of packet duplication and long delay in the network, and in spite of service disruptions or complete memory loss by either or both communicating hosts. It is our belief that any lesser schemes will lead to unreliable network performance and are, therefore, unsatisfactory.
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�Summary*

The original routing algorithm of the ARPANET, in service for over a decade, has recently been removed from the ARPANET and replaced with a new and different algorithm. Although the new algorithm, like the old, is a distributed, adaptive routing algorithm, it is not similar to the old in any other important respect. In the new algorithm, each node maintains a data base describing the delay on each network line. A shortest-path computation is run in each node which explicitly computes the minimum-delay paths (based on the delay entries in the data base) from that node to all other nodes in the network. The average delay on each network line is measured periodically by the nodes attached to the lines. These measured delays are broadcast to all network nodes, so that all nodes use the same data base for performing their shortest-path computations. The new routing algorithm was extensively tested on the ARPANET before being released. This paper describes the algorithm and summarizes the results of these tests.

Introduction

The last decade has seen the design, implementation, and operation of several routing algorithms for distributed networks of computers. The first such algorithm, the original routing algorithm for the ARPANET, has served remarkably well considering how long ago (in the history of packet switching) it was conceived. This paper describes the new routing algorithm we installed recently in the ARPANET. Readers not familiar with our earlier activities may consult [1] for a survey of the ARPANET design decisions, including the previous routing algorithm, readers interested in a survey of routing algorithms for other computer networks and current research in the area may consult [2].

A distributed, adaptive routing scheme typically has a number of separate components, including (1) a measurement process for determining pertinent network characteristics, (2) a protocol for disseminat�ing information about these characteristics, and (3) a calculation to determine how traffic should be routed. A routing "algorithm" or "procedure" is not specified until all these components are defined. In the present paper we discuss these components of the new ARPANET algorithm. We begin with a brief outline of the shortcomings of the original algorithm and then provide a description of the new procedure. The algorithm has undergone extensive testing in the ARPANET under operational conditions; the final section gives a summary of the test results. The present paper is a summary of our conclusions only; for more complete descriptions of our research findings, see our internal reports on this project [3, 4, 5].

Problems with the Original Algorithm

The original ARPANET routing algorithm and the new version both attempt to route packets along paths of least delay. The total path is not determined in advance; rather, each node decides which line to use in forwarding the packet to the next node. In the original approach, each node maintained a table of estimated delay to each other node, and sent its table to all adjacent nodes every 128 as. When node I received the table from an adjacent node J. it would first measure the delay from itself to J. (We will shortly discuss the procedure used for measuring the delay.) Then it would compute its delay via J to all other nodes by adding to each entry in J's table its own delay to J. Once a table was received from all adjacent nodes, node I could easily determine which adjacent node would result in the shortest delay to each destination node in the network.

In recent years we began to observe a number of problems with the original ARPANET routing algorithm [6] and have come to the conclusion that a complete redesign was the only way to solve some of them. In particular, we decided that a new algorithm was necessary to solve the following problems:

Although the exchange of routing tables consumed only a small fraction of line bandwidth, the packets containing the tables were long, and the periodic transmission and processing of such long, high-priority packets can adversely affect the flow of network traffic [7]. Moreover, since the updates contain an entry for each network node, the routing packets would become corresponding larger (or more frequent) as the ARPANET grows to 100 or more nodes, thereby exacerbating the problem.

The route calculation is performed in a distributed manner, with each node basing its calculation on local information together with calculations made previously at every other node. With such a scheme, it is difficult to ensure that routes used by different nodes are consistent,

The rate of exchange of routing tables and the distributed nature of the calculations causes a dilemma: the network is too slow in adapting to congestion and to important topology changes, yet it can respond too quickly (and perhaps inaccurately) to minor changes.

The delay measurement Procedure of the old ARPANET routing algorithm is quite simple. Periodically, an IMP counts the number of packets queued for transmission on its lines and adds a constant to these counts; the resulting number is the "length" of the line for purposes of routing. This delay measurement procedure has three serious defects:

If two lines have different speeds, or different propagation delays, then the fact that the same number of packets is queued for each line does not imply that packets can expect equal delays over the two lines. Even if two Lines nave the same speed and propagation delay, difference in the sizes of the packets which are queued for each line may cause different delays on the two lines.

In the ARPANET, where the queues are con�strained to have a (short) maximum length, queue length is a boor indicator of delay. The con�straints on queue Length are imposed by the software in order to fairly resolve contention for a limited amount of resources. There are a number of such resources which must be obtained before a packet can even be queued for an output line. If a packet must wait a significant amount of time to get these resources, it may experience a long delay, even though the queue for its output line is quite short.

An instantaneous measurement of queue length does not accurately predict average delay because there is a significant real-time fluctua�tion in queue lengths at any traffic level. Our measurements show that under a high constant offered load the average delay is high, but many individual packets show low delays, and the queue length often falls to zero! This variation may be due to variation in the utilization of the CPU, or to other bottlenecks, the presence of which is not accurately reflected by measuring queue lengths.

These three defects are all reflections of a single point, namely that the length of an output queue is only one of many factors that affect a packet's delay. A measurement procedure that takes into account only one such factor cannot give accurate results.

The new routing algorithm is an improvement over the old one in that it uses fewer network resources, operates on more realistic estimates of network condi�tions, reacts faster to important network changes, and does not suffer from long-term loops or oscillations.

The New Routing Procedure

The routing procedure we have developed contains several basic components. Each node an the network maintains a data base describing the network topology and the line delays. Using this data base, each node independently calculates the best paths to all other nodes, routing outgoing packets accordingly. Because the traffic in the network can be quite variable, each node periodically measures the delays along its outgoing lines and forwards this information (as a "routing update") to all other nodes. A routing update generated by a particular node contains information only about the delays on the lines emanating from that node. Hence an update packet is quite small, and its size is independent of the number of nodes in the network. An update  generated by a particular node travels unchanged to all nodes in the network (not just to the immediate neighbors of the originating node, as an many other routing algorithms.) Since the updates need not be processed before being forwarded, and since they are small, they propagate very quickly through the network, so that all nodes can update their data bases rapidly and continue to route traffic in a consistent and efficient manner.

Many algorithms have been devised for finding the shortest path through a network. Several of these are based on the concept of computing the entire tree of shortest paths from a given node, the root of the tree. A recent article [8] discusses some of these algorithms and references several survey articles. The algorithm we have implemented is based on an algorithm attributed to Dijkstra [9]; because of its search rule, we call it the shortest-path-first (SPF) algorithm.

The basic SPF algorithm uses a data base describing the network to generate a tree representing the minimum delay paths, from a given root node to every other network node. Figure 1 shows a simplified flow chart of the algorithm. The tree initially consists of just the root node.



Figure 1 here

The tree is then augmented to contain the node that is closest (in delay) to the root and that is adjacent to a node already on the tree. The process continues by repetition of this last step. LIST denotes a data structure containing nodes that have not yet been placed on the tree but are neighbors of nodes that are on the tree. The tree is built up shortest-paths-first — hence the name of the algorithm. Eventually the furthest node from the root is added to the tree, and the algorithm terminates. We have made important additions to this basic algorithm so that changes in network topology or characteristics require only an incremental calculation rather than a complete re- calculation of all shortest paths.

Figure 2 shows a seven-node network and the corresponding shortest path tree for node 1. The figure also shows the routing directory which is produced by the algorithm and which would be used by node 1 to dispatch traffic. For example, traffic for node 4 is routed via node 2. Only the routing directory is used in forwarding packets; the tree is used only in creating the directory.

The two other important components of the routing procedure are the mechanism for measuring delay and the scheme for propagating information. The routing algorithm must have some way of measuring the delay of a packet at each hop. This aspect of the routing algorithm is quite crucial; an algorithm with poor delay measurement facilities will perform poorly, no matter how sophisticated its other features are.

Each node measures the actual delay of each packet flowing over each of its outgoing lines, and calculates the average delay every 10 seconds. If this delay is significantly different from the previous delay, it is reported to all other nodes. The choice of 10 seconds as the measurement period represents a significant departure from the old routing algorithm. Since it takes 10 seconds to produce a measurement, the delay estimate for a given line cannot change more often than once every 10 seconds. The old routing algorithm, on the other hand, would allow the delay estimate to change as often as once every 128 msec. We now believe, however, that there is no point to changing the estimate so often, since it is not possible to obtain an accurate estimate of delay in the ARPANET in less than several seconds. Figure 3 shows some actual delays; an artificially induced traffic load was applied between minutes 5 and 17. The procedure of directly measuring the packet delays cannot fail to yield a more accurate result than any procedure which attempts to infer the delays by measuring something else which is merely expected to correlate with the delays (such as queue lengths.)



Figure 2 here

The updating procedure for propagating delay information is of critical importance because it must ensure that each update is actually received at all nodes, so that identical data bases of routing information are maintained at all nodes. When an update is generated, it is assigned a sequence number. Each update is transmitted to all nodes by the simple but reliable method of transmitting it on all lines. When a node receives an update, it first checks to see whether it has processed that update (or an update which originated from the same node, but which had a later sequence number) before. If so, it is discarded. If not, it is immediately forwarded to all adjacent nodes. In this way the update quickly flows to all other nodes. The fact that an update flows once in each direction over each network line is the basis for a reliable transmission procedure for the updates. Because the updates are short and are generated infrequently, this procedure uses very little line or node bandwidth. We have augmented this basic procedure with a mechanism to ensure that data bases at nodes are correctly updated when a new node or line is installed, or when a whole set of previously disconnected nodes joins the network. The updating protocol is discussed in detail in [10] .

Since all nodes perform the same calculation on an identical data base, there are no long-lasting routing loops. Of course transient loops may occasionally form for a few packets when a change is being processed, but that is quite acceptable, since it has no significant impact on the average delay in the network.

Performance



We next describe some analytical and empirical results on the performance of the new routing algorithm. One important measure of the efficiency of the SPF algorithm is the average time required to process changes in the delays along network lines, since such changes comprise the bulk of the processing requirements. When a given node receives an update message indicating that the delay along some line has increased, the running time of the SPF algorithm is roughly proportional to the number of nodes in that line's subtree; that is, it is roughly proportional to the number of nodes to which the delay has become worse. When a given node receives an update message indicating that the delay along some line has decreased, the amount of time it takes to run the incremental SPF algorithm is roughly proportional to the number of nodes in that line's subtree after the algorithm is run; that is, it is roughly proportional to the number of nodes to which the delay got better. Thus, in either case, the SPF running time is directly related to the subtree size.





Figure 3 here

Since the average subtree size provides a measure of SPF performance, it is useful to understand how this quantity varies with the size of the network. Let N denote the number of network nodes, and let h. represent the number of hops on the path from the source node, i = 1, to node i; in other words, if the length of each line is 1, then hi is the length of the path to node i. Clearly, node i appears in i's subtree and in the subtrees of all the nodes along the path to i. Thus hi is equal to the number of subtrees in which node E is present, so that

total number of all subtree nodes� EMBED Equation.2  ���

and since there are N-1 subtrees (the complete tree from the source node is not considered to be a "subtree"), the average subtree size is given by

average subtree size � EMBED Equation.2  ���

But this expression is identical to the average hop length of all paths, and thus we have the remarkable result that in any tree, the average subtree size is equal to the average hop length from the root to all nodes. This result is significant because the average hop length generally increases quite slowly as the number of nodes increases. (For a network with uniform connectivity c>2, the average hop length increases roughly as log N/log(c-1).)

To establish some estimate of the running time of the algorithm, we programmed a stand-alone version for the ARPANET nodes. We randomly assigned each line in the ARPANET a length between 1 and 20. We ran the SPF algorithm to initialize the data structure in each node. Then we picked 50 lines at random and successively gave each a new random length. Every time we changed the length of a line, we changed it by at least 15%. Also, some lines were brought down by being assigned a length which represented infinity. Each time we did this, we ran the SPF algorithm with each node as the source node. We obtained the following results:

The average time per node to run the incremental SPF algorithm was about 2.2 msec.

The average time per subtree node to run the incremental SPF algorithm was about 1.1 msec.

Since we calculated that the average subtree size multiplied by the probability that a line is in the tree is about 2, these two results are in agreement. Note that these are average times; actual times varied from under 1 msec. to 40 msec.



The figures given above are for the shortest path calculation only. Processing an update invokes a routine to maintain the topology data base (including the ability to dynamically add or delete lines and nodes), and a routine to determine which nodes can be reached from the root node. These modules increase the running time by about a factor of two; and the total storage requirement, including these modules, the topology data base, and the measurement and updating packages, is about 2000 16-bit words.

We designed and programmed the new routing procedure over a period of about six months. We then began an extensive series of tests on the ARPANET, at off-peak hours but under actual network conditions [5]. Our tests involved a great deal more than simply turning the new routing algorithm on to see whether it would run. The tests were specifically designed to stress the algorithm, by inducing those situations which would be most difficult for it to handle well. To stress its ability to react properly to topological changes, we induced line and node failures in as many different ways as we could think of, including multiple simultaneous failures. We also generated large amounts of test traffic in order to see how the algorithm performs under heavy load. (In this respect, it should be noted that the periods during which we were testing were "off-peak" only with respect to the amount of ordinary user traffic in the network. The amount of test traffic we generated far exceeds the amount of traffic generated by users, even during peak hours.) We experimented with many different traffic patterns, in order to test the algorithm under a wide variety of heavily loaded conditions. In particular, we tried to induce those situations which would be most likely to result in loops or in wild oscillations. We also designed and implemented a sophisticated set of measurement and instrumentation tools, so that we could evaluate the routing algorithm's performance. Some of these tools enabled us to monitor the utilization of resources used by the algorithm. Others enabled us to monitor changes in delay (as measured by the routing algorithm), as well as changes in the routing trees themselves at particular network nodes. One of our most important tools was the "tagged packet". A tagged packet is a packet which, as it travels through the network, receives an imprint from each node through which it travels. When such a packet reaches its destination, it contains a list of all the nodes it has traversed, as well as the delay it experienced at each node. These packets provided us with a very straightforward indication of the routing algorithm's performance. Of course, since the network was also in use by ordinary users during our tests, we cannot claim to have performed "controlled" experiments, in the strict scientific sense. However, all our experiments were repeated many times before being used to draw conclusions. Some of our main results are:

Utilization of resources (line and processor bandwidth) by the new routing algorithm is as expected, and compares quite favorably with the old algorithm. Line overhead and CPU overhead are both less than two percent.

The new algorithm responds quickly and correctly to topological changes; most nodes learn of an update within 100 msec.

The new algorithm is capable of detecting congestion, and will route packets around a congested area.

The new algorithm tends to route traffic on minimum hop paths, unless there are special circumstances which make other paths more attractive.

The new algorithm does not show evidence of serious instability or oscillations due to feedback effects.

Routing loops occur only as transients, affecting only packets that are already in transit at the time when there is a routing change. The few packets that we have observed looping have not traversed any node more than twice. However, the loop can be many hops long.

Under heavy load, 'he new algorithm will seek out paths where there is excess bandwidth, in order to try to delivery as much traffic as possible to the destination.

Of course, the new routing algorithm does not generate optimal routing — no single-path algorithm with statistical input data could do that. It has performed well, and is successful in eliminating many of the problems associated with the old routing scheme. After several months of careful testing during which both old and new routing algorithms were resident in the network and used for experiments [5], we began to operate the ARPANET with the new routing scheme in May 1979, and removed the old routing program. Since that time we have continued to monitor the performance of the algorithm. the results obtained during our test periods have continued to hold, even during peak hours, and no new or unforeseen problems have yet arisen.
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�Introduction

Congestion control is a recognized problem in complex networks. We have discovered that the Department of Defense's Internet Protocol (IP), a pure datagram protocol, and Transmission Control Protocol (TCP), a transport layer protocol, when used together, are subject to unusual congestion problems caused by inter�actions between the transport and datagram layers. In particular, IP gateways are vulnerable to a phenome�non we call congestion collapse, especially when such gateways connect networks of widely different band�width. We have developed solutions that prevent congestion collapse.

These problems are not generally recognized because these protocols are used most often on networks built on top of ARPANET IMP technology. ARPANET IMP based networks tradi�tionally have uniform bandwidth, identical switching nodes, and are sized with substan�tial excess capacity. This excess capacity, and the ability of the IMP system to throttle the transmissions of hosts has for most IP/TCP hosts and networks, been adequate to handle congestion. With the recent split of the ARPANET into two interconnected networks and the growth of other networks with differing properties connected to the ARPANET, however, reliance on the benign properties of the IMP system is no longer enough to allow hosts to communicate rapidly and reliably. Improved handling of congestion is now mandatory for successful network operation under load.

Ford Aerospace and Communications Corporation, and its parent company, Ford Motor Company, operate the only private IP/TCP long-haul network in existence today. This network connects six facilities (one in Michigan, two in California, one in Colorado, one in Texas, and one in England) some with extensive local networks. This net is cross-tied to the ARPANET but uses its own long�haul circuits; traffic between Ford facilities flows over private leased circuits, including a leased transatlantic satellite connection. All switching nodes are pure IP datagram switches with no node-to-node flow control, and all hosts run software either written or heavily modified by Ford or Ford Aerospace. Bandwidth of links in this network varies widely, from 1200 to 10,000,000 bits per second. In general, we have not been able to afford the luxury of excess long-haul bandwidth that the ARPANET possesses, and our long-haul links are heavily loaded during peak periods. Transit times of several seconds are thus common in our network.

Because of our pure datagram orientation, heavy loading, and wide variation in bandwidth, we have had to solve problems that the ARPANET/MILNET com�mun�ity is just beginning to recognize. Our network is sensitive to suboptimal behavior by host TCP imple�mentations, both on and off our own net. We have devoted considerable effort to examining TCP behavior under various conditions, and have solved some widely prevalent problems with TCP. We present here two problems and their solutions. Many TCP implementa�tions have these problems; if throughput is worse through an ARPANET/MILNET gateway for a given TCP implementation than throughput across a single net, there is a high probability that the TCP implemen�ta�tion has one or both of these problems.

Congestion Collapse

Before we proceed with a discussion of the two specific problems and their solutions, a description of what happens when these problems are not addressed is in order. In heavily loaded pure datagram networks with end to end retransmission, as switching nodes become congested, the round trip time through the net in�creases and the count of datagrams in transit within the net also increases. This is normal behavior under load. As long as there is only one copy of each datagram in transit, congestion is under control. Once retrans�mission of datagrams not yet delivered begins, there is potential for serious trouble.

Host TCP implementations are expected to retransmit packets several times at increasing time intervals until some upper limit on the retransmit interval is reached. Normally, this mechanism is enough to prevent serious congestion problems. Even with the better adaptive host retransmission algorithms, though, a sudden load on the net can cause the round�trip time to rise faster than the sending hosts measurements of round�trip time can be updated. Such a load occurs when a new bulk transfer, such a file transfer, begins and starts filling a large window. Should the round�trip time exceed the max�i�mum retransmission interval for any host, that host will begin to introduce more and more copies of the same datagrams into the net. The network is now in serious trouble. Eventually all available buffers in the switching nodes will be full and packets must be dropped. The round-trip time for packets that are delivered is now at its maximum. Hosts are sending each packet several times, and eventually some copy of each packet arrives at its destination. This is conges�tion collapse.

This condition is stable. Once the saturation point has been reached, if the algorithm for selecting packets to be dropped is fair, the network will continue to operate in a degraded condition. In this condition every packet is being transmitted several times and throughput is reduced to a small fraction of normal. We have pushed our network into this condition experimentally and observed its stability. It is possible for round�trip time to become so large that connections are broken because the hosts involved time out.

Congestion collapse and pathological congestion are not normally seen in the ARPANET/ MILNET system only because these networks have substantial excess capa�city. Where connections do not pass through IP gateways, the IMP-to-host flow control mechanisms prevent congestion collapse, especially since TCP implementations tend to be well adjusted for the time constants associated with the pure ARPANET case. However, other than ICMP Source Quench messages, nothing prevents congestion collapse when TCP is run over the ARPANET/MILNET and packets are being dropped at gateways. Worth noting is that a few badly-behaved hosts can by themselves congest the gateways and prevent other hosts from passing traffic. We have observed this problem repeatedly with certain hosts (with whose administrators we have communicated privately) on the ARPANET.

Adding additional memory to the gateways will not solve the problem. The more memory added, the longer round-trip times must become before packets are dropped. Thus, the onset of congestion collapse will be delayed, but when collapse occurs a larger fraction of the packets in the net will be duplicates and throughput will be worse.

The Two Problems

Two key problems with the engineering of TCP implementations have been observed; we call these the small-packet problem and the source-quench problem. The second is being addressed by several implement�ors; the first is generally believed (incorrectly) to be solved. We have discovered that once the small-packet problem has been solved, the source�quench problem becomes much more tractable. We thus present the small-packet problem and our solution to it first.

The Small-Packet Problem

There is a special problem associated with small packets. When TCP is used for the transmission of single-character messages originating at a keyboard, the typical result is that 41 byte packets (one byte of data, 40 bytes of header) are transmitted for each byte of useful data. This 400% overhead is annoying but tolerable on lightly loaded networks. On heavily loaded networks, however, the congestion resulting from this overhead can result in lost datagrams and retrans�mis�sions, as well as excessive propagation time caused by congestion in switching nodes and gateways. In practice, throughput may drop so low that TCP connections are aborted.

This classic problem is well-known and was first addressed in the Tymnet network in the late 1960s. The solution used there was to impose a limit on the count of datagrams generated per unit time. This limit was enforced by delaying transmission of small packets until a short (200-500ms) time had elapsed, in hope that another character or two would become available for addition to the same packet before the timer ran out. An additional feature to enhance user acceptability was to inhibit the time delay when a control character, such as a carriage return, was received.

This technique has been used in NCP Telnet, X.25 PADs, and TCP Telnet. It has the advantage of being well�understood, and is not too difficult to implement. Its flaw is that it is hard to come up with a time limit that will satisfy everyone. A time limit short enough to provide highly responsive service over a 10M bits per second Ethernet will be too short to prevent congestion collapse over a heavily loaded net with a five second round�trip time; and conversely, a time limit long enough to handle the heavily loaded net will produce user frustration on the Ethernet.

The Solution To The Small-Packet Problem

Clearly an adaptive approach is desirable. One would expect a proposal for an adaptive inter-packet time limit based on the round-trip delay observed by TCP. While such a mechanism could certainly be imple�mented, it is unnecessary. A simple and elegant solution has been discovered.

The solution is to inhibit the sending of new TCP segments when new outgoing data arrives from the user if any previously transmitted data on the connection remains unacknowledged. This inhibition is to be unconditional; no timers, tests for size of data received, or other conditions are required. Implementa�tion typically requires one or two lines inside a TCP program.

At first glance, this solution seems to imply drastic changes in the behavior of TCP. This is not so. It all works out right in the end. Let us see why this is so.

When a user process writes to a TCP connection, TCP receives some data. It may hold that data for future sending or may send a packet immediately. If it refrains from sending now, it will typically send the data later when an incoming packet arrives and changes the state of the system. The state changes in one of two ways; the incoming packet acknowledges old data the distant host has received, or announces the availability of buffer space in the distant host for new data. (This last is referred to as "updating the window"). Each time data arrives on a connection, TCP must reexamine its current state and perhaps send some packets out. Thus, when we omit sending data on arrival from the user, we are simply deferring its transmission until the next message arrives from the distant host. A message must always arrive soon unless the connection was previously idle or communications with the other end have been lost. In the first case, the idle connection, our scheme will result in a packet being sent whenever the user writes to the TCP connection. Thus we do not deadlock in the idle condition. In the second case, where the distant host has failed, sending more data is futile anyway. Note that we have done nothing to inhibit normal TCP retransmission logic, so lost messages are not a problem.

Examination of the behavior of this scheme under various conditions demonstrates that the scheme does work in all cases. The first case to examine is the one we wanted to solve, that of the character-oriented Telnet connection. Let us suppose that the user is sending TCP a new character every 200ms, and that the connection is via an Ethernet with a round-trip time including software processing of 50ms. Without any mechanism to prevent small�packet congestion, one packet will be sent for each character, and response will be optimal. Overhead will be 4000%, but this is acceptable on an Ethernet. The classic timer scheme, with a limit of 2 packets per second, will cause two or three characters to be sent per packet. Response will thus be degraded even though on a high-bandwidth Ethernet this is unnecessary. Overhead will drop to 1500%, but on an Ethernet this is a bad tradeoff. With our scheme, every character the user types will find TCP with an idle connection, and the character will be sent at once, just as in the no�control case. The user will see no visible delay. Thus, our scheme performs as well as the no�control scheme and provides better responsiveness than the timer scheme.

The second case to examine is the same Telnet test but over a long�haul link with a 5�second round trip time. Without any mechanism to prevent small�packet congestion, 25 new packets would be sent in 5 seconds�. Overhead here is 4000%. With the classic timer scheme, and the same limit of 2 packets per second, there would still be 10 packets outstanding and contributing to congestion. Round�trip time will not be improved by sending many packets, of course; in general it will be worse since the packets will contend for line time. Overhead now drops to 1500%. With our scheme, however, the first character from the user would find an idle TCP connection and would be sent immediately. The next 24 characters, arriving from the user at 200ms intervals, would be held pending a message from the distant host. When an ACK arrived for the first packet at the end of 5 seconds, a single packet with the 24 queued characters would be sent. Our scheme thus results in an overhead reduction to 320% with no penalty in response time. Response time will usually be improved with our scheme because packet overhead is reduced, here by a factor of 4.7 over the classic timer scheme. Congestion will be reduced by this factor and round�trip delay will decrease sharply. For this case, our scheme has a striking advantage over either of the other approaches.

We use our scheme for all TCP connections, not just Telnet connections. Let us see what happens for a file transfer data connection using our technique. The two extreme cases will again be considered.

As before, we first consider the Ethernet case. The user is now writing data to TCP in 512 byte blocks as fast as TCP will accept them. The user's first write to TCP will start things going; our first datagram will be 512+40 bytes or 552 bytes long. The user's second write to TCP will not cause a send but will cause the block to be buffered. Assume that the user fills up TCP's outgoing buffer area before the first ACK comes back. Then, when the ACK comes in, all queued data up to the window size will be sent. From then on, the window will be kept full, as each ACK initiates a sending cycle and queued data is sent out. Thus, after a one round�trip time initial period when only one block is sent, our scheme settles down into a maximum-throughput condi�tion. The delay in startup is only 50ms on the Ethernet, so the startup transient is insignificant. All three schemes provide equivalent performance for this case.

Finally, let us look at a file transfer over the 5�second round trip time connection. Again, only one packet will be sent until the first ACK comes back; the window will then be filled and kept full. Since the round�trip time is 5 seconds, only 512 bytes of data are transmitted in the first 5 seconds. Assuming a 2K window, once the first ACK comes in, 2K of data will be sent and a steady rate of 2K per 5 seconds will be maintained thereafter. Only for this case is our scheme inferior to the timer scheme, and the difference is only in the startup transient; steady-state throughput is identical. The naive scheme and the timer scheme would both take 250 seconds to transmit a 100K byte file under the above conditions and our scheme would take 254 seconds, a difference of 1.6%.

Thus, for all cases examined, our scheme provides at least 98% of the performance of both other schemes, and provides a dramatic improvement in Telnet per�form�ance over paths with long round trip times. We use our scheme in the Ford Aerospace Software Engineer�ing Network, and are able to run screen editors over Ethernet and talk to distant TOPS-20 hosts with improved performance in both cases.

Congestion Control with ICMP

Having solved the small-packet congestion problem and with it the problem of excessive small�packet conges�tion within our own network, we turned our attention to the problem of general congestion control. Since our own network is pure datagram with no node�to�-node flow control, the only mechanism available to us under the IP standard was the ICMP Source Quench message. With careful handling, we find this adequate to prevent serious congestion problems. We do find it necessary to be careful about the behavior of our hosts and switching nodes regarding Source Quench messages.

When to Send an ICMP Source Quench

The present ICMP standard� specifies that an ICMP Source Quench message should be sent whenever a packet is dropped, and additionally may be sent when a gateway finds itself becoming short of resources. There is some ambiguity here but clearly it is a violation of the standard to drop a packet without sending an ICMP message.

Our basic assumption is that packets ought not to be dropped during normal network operation. We therefore want to throttle senders back before they overload switching nodes and gateways. All our switching nodes send ICMP Source Quench messages well before buffer space is exhausted; they do not wait until it is necessary to drop a message before sending an ICMP Source Quench. As demonstrated in our analysis of the small�packet problem, merely providing large amounts of buffering is not a solution. In general, our experience is that Source Quench should be sent when about half the buffering space is exhausted; this is not based on extensive experimentation but appears to be a reasonable engineering decision. One could argue for an adaptive scheme that adjusted the quench generation threshold based on recent experience; we have not found this necessary as yet.

There exist other gateway implementations�that generate Source Quenches only after more than one packet has been discarded. We consider this approach undesirable since any system for controlling congestion based on the discarding of packets is wasteful of bandwidth and may be susceptible to congestion collapse under heavy load. Our understanding is that the decision to generate Source Quenches with great reluctance stems from a fear that acknowledge traffic will be quenched and that this will result in connection failure. As will be shown below, appropriate handling of Source Quench in host implementations eliminates this possibility.

What to do when an ICMP Source Quench Is Received

We inform TCP or any other protocol at that layer when ICMP receives a Source Quench. The basic action of our TCP implementations is to reduce the amount of data outstanding on connections to the host mentioned in the Source Quench. This control is applied by causing the sending TCP to behave as if the distant host's window size has been reduced. Our first implementation was simplistic but effective; once a Source Quench has been received our TCP behaves as if the window size is zero whenever the window isn't empty. This behavior continues until some number (at present 10) of ACKs have been received, at that time TCP returns to normal operation�. David Mills of Linkabit Corporation has since implemented a similar but more elaborate throttle on the count of outstanding packets in his DCN systems. The additional sophistication seems to produce a modest gain in throughput, but we have not made formal tests. Both implementations effectively prevent congestion collapse in switching nodes.

Source Quench thus has the effect of limiting the connection to a limited number (perhaps one) of out�standing messages. Thus, communication can continue but at a reduced rate, that is exactly the effect desired.

This scheme has the important property that Source Quench doesn't inhibit the sending of acknowledges or retransmissions. Implementations of Source Quench entirely within the IP layer are usually unsuccessful because IP lacks enough information to throttle a connection properly. Holding back acknowledges tends to produce retransmissions and thus unnecessary traffic. Holding back retransmissions may cause loss of a connection by a retransmission timeout. Our scheme will keep connections alive under severe overload but at reduced bandwidth per connection.

Other protocols at the same layer as TCP should also be responsive to Source Quench. In each case we would suggest that new traffic should be throttled but acknow�ledges should be treated normally. The only serious problem comes from the User Datagram Proto�col, not normally a major traffic generator. We have not imple�ment�ed any throttling in these protocols as yet; all are passed Source Quench messages by ICMP but ignore them.

Self-defense for Gateways

As we have shown, gateways are vulnerable to host mismanagement of congestion. Host misbehavior by excessive traffic generation can prevent not only the host's own traffic from getting through, but can interfere with other unrelated traffic. The problem can be dealt with at the host level but since one mal�functioning host can interfere with others, future gateways should be capable of defending themselves against such behavior by obnoxious or malicious hosts. We offer some basic self�defense techniques.

On one occasion in late 1983, a TCP bug in an ARPANET host caused the host to frantically generate retransmissions of the same datagram as fast as the ARPANET would accept them. The gateway that connected our net with the ARPANET was saturated and little useful traffic could get through, since the gateway had more bandwidth to the ARPANET than to our net. The gateway busily sent ICMP Source Quench messages but the malfunctioning host ignored them. This continued for several hours, until the mal�functioning host crashed. During this period, our network was effectively disconnected from the ARPANET.

When a gateway is forced to discard a packet, the packet is selected at the discretion of the gateway. Classic techniques for making this decision are to discard the most recently received packet, or the packet at the end of the longest outgoing queue. We suggest that a worthwhile practical measure is to discard the latest packet from the host that originated the most packets currently queued within the gateway. This strategy will tend to balance throughput amongst the hosts using the gateway. We have not yet tried this strategy, but it seems a reasonable starting point for gateway self�protection.

Another strategy is to discard a newly arrived packet if the packet duplicates a packet already in the queue. The computational load for this check is not a problem if hashing techniques are used. This check will not protect against malicious hosts but will provide some protection against TCP implementations with poor retransmission control. Gateways between fast local networks and slower long�haul networks may find this check valuable if the local hosts are tuned to work well with the local network.

Ideally the gateway should detect malfunctioning hosts and squelch them; such detection is difficult in a pure datagram system. Failure to respond to an ICMP Source Quench message, though, should be regarded as grounds for action by a gateway to disconnect a host. Detecting such failure is non�trivial but is a worthwhile area for further research.

Conclusion

The congestion control problems associated with pure datagram networks are difficult, but effective solutions exist. If IP/TCP networks are to be operated under heavy load, TCP implementations must address several key issues in ways at least as effective as the ones described here.
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Abstract

Internetworks can be built from many different kinds of networks, with varying limits on maximum packet size. Throughput is usually maximized when the largest possible packet is sent; unfortunately, some routes can carry only very small packets. The IP protocol allows a gateway to fragment a packet if it is too large to be transmitted. Fragmentation is at best a necessary evil; it can lead to poor per�formance or complete communication failure. There are a variety of ways to reduce the likelihood of fragmentation; some can be incorporated into exist�ing IP implementations without changes in protocol specifications. Others require new protocols, or modifications to existing protocols.

�1. Introduction

Internetworks built of heterogeneous networks are valuable because they insulate higher-level protocols from changes in network technology, because they al�low universal communication without the expense of constructing a homogeneous universal infrastructure, and because they allow the use of different network technologies as appropriate to both local-area and long-haul links. Most datagram networks set a maximum limit on tile size of packets they carry, to simplify packet buffering in the nodes and to limit how long one packet can lie up the link. In a heterogeneous interned such as the DARPA IP Internet, these packet-size limits, known as MTUs (for maximum trans�mission unit) vary widely from 254 bytes for Packet Radio networks to 2000 bytes for the Wideband Satellite Network [22]; since nobody knows exactly what is connected to the Internet, the range in MTUs may be even broader.

In general, it is better to use a few large packets instead of many small packets to carry a given amount of data, because much of the cost of packetized communication is per-packet rather than per-byte. On a high-speed LAN, throughput can increase almost linearly with packet size over a wide range of sizes. Therefore, we prefer to make our packets as large as possible.

This desire for large packets conflicts with the variation in MTUs across an internet. We want to send large packets but some network along the packets’ path may not be able to carry them. One approach to this dilemma is fragmentation when a node must transmit a packet that is larger than the MTU of the network. it breaks the packet into several smaller fragments and sends them instead. If the fragments are all sent along the same data link and are immediately reassembled at the next node, this is called transparent or intra-network fragmenta�tion. If the fragments are allowed to follow independent routes, and are reassembled only upon reaching their ultimate destination this is called inter-network frag�ment�a�tion. A good discussion of both methods, in more detail, may be found in Shoch [23].

In this paper, drawing on experience with a large heterogeneous internetwork, we examine fragmenta�tion in the context of the IP protocol [18]. IP supports the use of inter-network fragmentation. (Transparent fragmentation may be also be used as long as it is invisible to the IP layer.) Fragmentation appears at first to be an elegant solution to the problem, but subtle complications arise in real networks that can result in poor performance or even total communication failure.

Experience with inter-network fragmentation in the IP Internet has convinced us that it is something to avoid. In section 2 we compare the advantages and dis�advantages of fragmentation, in order to justify this assertion. We then discuss, in section 3, a variety of schemes for avoiding or recovering from fragmentation

2. What is wrong with fragmentation?

The arguments in favor of fragmentation are straight�forward. Fragmentation allows higher level protocols to be unconcerned with the characteristics of the transmission channel, and to send data in conveniently sized pieces. Sending larger quantities of data in each IP datagram minimizes the bookkeeping overhead asso�ciated with managing the data. (See section 3.5 fowl specific example.)

Fragmentation allows the source host to deal with routes having different MTUs without having to know what path packet are taking. The safest strategy is for the source to send very small datagrams, at a great loss of efficiency. Fragmentation allows the source to choose a size that is “reasonable” and, when that size proves to be too large, provides a mechanism that allows data to continue to get through.

Finally, fragmentation allows protocols to optimize performance for high bandwidth connections. Emerg�ing network technologies have larger and larger MTUs. Most local networks have MTUs large enough to send 1024 bytes of user data plus associated overhead in a single packet; new technologies will allow ten times that. Fragmentation provides a mechanism for deciding the actual packet size as late as possible. It especially allows protocols to avoid choosing to send small datagrams until absolutely necessary. Protocols can choose large segment sizes to take advantage of the large MTU in a local network, and rely on fragmenta�tion at gateways to send the segments through networks with small MTUs when needed. If datagrams must traverse a route consisting of several high-MTU links followed by a low-MTU link, by delaying the use of small packets until the low-MTU link is reached, fragmentation allows the use of large packets on the initial high MTU links, and thus uses those links more efficiently.

The arguments against fragmentation fall into three categories

Fragmentation causes inefficient use of resources: Poor choice of fragment sizes can greatly increase the cost of delivering a datagram. Additional bandwidth is used for the additional header information, intermediate gateways must expend computational resources to make addi�tion�al routing decisions, and the receiving host must reassemble the fragments.

Loss of fragments leads to degraded per�formance: Reassembly of IP fragments is not very robust. Loss of a single fragment requires the higher level protocol to retransmit all of the data in the original datagram, even if most of the fragments were received correctly.

Efficient reassembly is hard: Given the likelihood of lost fragments and the information present in the IP header, there are many situa�tions in which the reassembly process, though straight�forward, yields lower than desired performance.

2.1. An overview of fragmentation in IP

IP is a protocol providing unreliable delivery of datagrams. IP datagrams are encapsulated in network-specific packets. Gateways may fragment an incoming packet if it will not fit in a single outgoing packet; in this case, each fragment is sent as a separate packet. The [P header contains several fields that are used to manage fragmentation [18]:

Identification: A 16-bit field assigned by the sender to aid in assembling the fragments of a datagram. The tuple (source, destination, proto�col, identification) for a given datagram must be unique over all existing datagrams. When a packet is fragmented, the value of the Identifica�tion field of the original packet is copied into each fragment.

Time to live (TTL): An 8-bit field that specifies the maximum time, measured in seconds, that the packet may remain in the Internet system. If TTL contains the value zero, the packet must be discarded. The TTL must be decreased by at least one every time the packet passes through a gateway, even if the time required to process the packet is less than a second. Thus, the TTL field is an upper bound on packet lifetime.

Fragment offset: A 13-bit field that identifies the fragment location, relative to the beginning of the original, unfragmented datagram. Frag�ment off�sets are in units of 8 bytes.

More fragments: A l-bit field that indicates whether or not this is the last fragment of the datagram.

The reassembly process consists of matching the protocol and identification fields of incoming fragments with those of fragments already held, and coalescing the data into complete datagrams. Fragments must be discarded if their TTL expires while they are held for reassembly. (For more details of the reassembly algorithm, see [5].)

Higher level protocols such as TCP (Transmission Control Protocol) [19] use IP as a basis to implement a reliable connection between two client processes. Portions of the data stream known as segments are sent in individual IP datagrams, along with control informa�tion used by the cooperating TCP processes to ensure reliable communication. In particular, TCP uses a sequence number that covers individual bytes in the data stream, and an acknowledgment mechanism that allows the receiving process to tell the sender “I have correctly received all data up to and including sequence number n.”

2.2. Fragmentation causes inefficient resource usage 

Consider the costs associated with sending a packet. Each time it passes through a gateway, there is some constant computational overhead to make routing decisions, modify the packet header, compute the new checksum, and move the packet between the appro�priate incoming and outgoing queues. In addition, a portion of the available bandwidth on the incoming and outgoing interfaces is consumed. In many cases, the constant computational overhead dominates the cost. Input and output may be overlapped using DMA devices; in a typical uniprocessor gateway, there is no way to parallelize the computational overhead.

Fragmenting at an IP gateway, rather than having the host choose the appropriate segment size to avoid fragmentation, may lead to suboptimal use of gateway resources and network bandwidth. Consider a TCP process that tries to send 1024 data bytes across a route that includes the ARPAnet, which has an MTU of 1006 bytes. The IP and TCP headers are at least 40 bytes long, leading to a total unfragmented IP data�gram 1064 bytes in length. To cross the ARPAnet, this will be broken into a 1006 byte fragment, followed by a 78 byte fragment. These short fragments amortize the fixed overhead per ARPAnet packet over very few bytes of data, and the total packet count is much higher than needed. If the sending TCP instead chooses segments that fit in a 1006 byte ARPAnet packet, the total packet count is minimized, and the total overhead is as low as possible.

For example, consider sending 10 Kbytes of data. Sending 1024-byte TCP segments generates 10 IP datagrams, each 1064 bytes long. Each datagram is fragmented into two ARPAnet packets, one 1006 bytes long and the other 78 bytes, for a total of 20 packets. If the originating TCP instead sends 966 byte segments (the largest that will fit in a single ARPAnet packet), only 11 packets are sent.

Another limit to utilizing available bandwidth lies in the interaction of the TTL and Identification fields. Assume that a reasonable initial value for the TTL field is 32 (the maximum hop count from edge to edge of the DARPA Internet is currently estimated to be between 15 and 20). If we allow fragmentation, we must ensure that all datagrams in flight have unique values for the Identification field. Thus, the maximum datagram rate is 216/32, or 2048 datagrams per second. Current gateways can forward nearly 1000 packets per second; high performance workstations and interfaces can generate packets much more rapidly, and can probably forward 4000 packets per second. We are certainly within five years of having commonly available processor and network technology that pushes against the limit imposed by the 16-bit Identification field.

This limit implies that, to increase bandwidth in the presence of fragmentation, hosts should send larger datagrams, so as to carry more data per value of the Identification field. This is a bad idea, because large datagrams lead to more fragments, and we shall show that this increases the likelihood of a severe decrease in performance. If we simply avoid fragmented data�grams, values of the Identification field need not be unique, and there is no bandwidth limit imposed by its size.

2.3. Poor performance when fragments are lost

When segments are sent that are large enough to require fragmentation, the loss of any fragment requires the entire segment to be retransmitted. This can lead to poorer performance than would have been achieved by originally sending segments that didn't require frag�menta�tion.

Gateways in the Internet must drop packets when congested. If the gateways are congested, dropping fragments only makes the situation worse. Dropped fragments mean increased retransmissions, which leads to more fragments. As the loss rate goes up due to heavy congestion, the total throughput drops dramatically, since the loss of any one fragment means that the resources expended in sending the other fragments of that datagram are entirely wasted.

Even when congestion is not the problem, retrans�mis�sion does not necessarily increase the likelihood that all the fragments that make up the segment will arrive unscathed. In particular, network idiosyncrasies may conspire to cause the same fragment or fragments to be lost on successive retransmission. We call this deter�min�istic fragment loss.

An example of deterministic fragment loss occurs in the 4.2BSD Unix implementation of TCP when datagrams pass between a local network (typically an Ethernet or a Proteon ring, with MTUs of 1500 or 2046 bytes, respectively) and the ARPAnet. The TCP prefers to send 1024 byte data segments, which are transmitted in 1064 byte IP datagrams. As seen earlier, this results in two fragments, 1006 and 78 bytes long.

The receiving gateway receives both fragments and sends them out over the local Proteon ring. The Proteon ring interface does not have sufficient buffer�ing to receive back-to-back packets, so it consistently drops the second fragment. The sending TCP times out, and retransmits the 1024 byte segment, which will again be fragmented. The second fragment is again lost, the segment times out, and eventually the connection is broken.

In addition, many of the gateways in the Internet today are derived from 4.2BSD Unix. This implementation of IP does not properly fragment a previously fragmented packet, preventing some fragments from ever reaching their destination, which might better be called guar�anteed fragment loss.

2.4. Efficient reassembly is difficult

Reassembling fragments into datagrams at the IP layer is considerably less robust than constructing a reliable stream at the TCP layer. The window mechanism in TCP allows the reassembly process to accurately gauge how much buffer space to allocate for the current stream of unacknowledged data bytes. Also, because in TCP the data stream is covered by a sequence number for each data byte, once a contiguous sequence of bytes at the beginning of the outstanding data stream has been reassembled, it can be acknowledged and handed up to the next layer. Thus, progress can always be made, even if in small amounts.

At the IP layer, there is no indication in the header of a fragmented packet of how many other fragments follow, or of the length of the entire datagram. The More Fragments bit tells only if this the last fragment of the datagram, and the Fragment Offset field tells only the position of this fragment in the complete datagram. If the total size of the incoming datagram is too large to fit available buffer space, no progress can be made. The IP specification requires hosts to be able to reassemble datagrams at least 576 bytes in length; larger segment sizes must be explicitly negotiated by higher level protocols.

Even if there is sufficient buffer space to reassemble a very large datagram, conflicts can occur. In the Inter�net, it is possible for fragments of the same datagram to take different routes to their ultimate destination. Depending on queue management strategies at gate�ways along the way, a fragment of a small datagram may arrive intermixed with the fragments of a large datagram. More concretely, assume two datagrams, L (large) and S (small), are fragmented as L1L2L3L4L5L6L7L8 and S1S2. If there are only eight buffers available, and the reception order is LlL2L3L4L5L6L7S1L8S2, reassembly of L cannot succeed, despite adequate buffer space. Upon reception of Sl, the reassembly process could discard Ll through L7, which would leave six free buffers and allow S to be reassembled when S2 arrives. Or, it could discard L8 (and subsequently S2), blocking reassembly of both L and S; the buffers would be kept full until the fragments expire. In either case, the work done to transport all the fragments of L is entirely wasted. It is not possible to coalesce a complete initial string of fragments and partially acknowledge receipt of the datagram in order to free some of the buffer space. (Dave Mills first pointed out this behavior in [13].)

It is difficult to decide how long to hold on to received fragments. The only firm limit is the TTL field; the reassembly process must discard fragments as their TTLs expire. Since each gateway decrements the TTL field, it must be set high enough to traverse the longest possible route, and thus may still be quite high when the packet arrives at its destination. Naive use of the received TTL as a reassembly timeout will cause some fragments to occupy buffer space for a much longer time than necessary. Use of too short a reassembly timeout will cause fragments to be dropped too quickly, leading to unnecessary retransmissions.

Because IP is a datagram protocol, there is no guarantee that a given fragment will ever arrive. A higher level protocol may retransmit a lost IP datagram. If a retrans�mitted datagram does not have the same value for the IP Identification field, its data will not be recognized as being the same as that in previously received fragments. The old fragments will occupy buffer space until timed out or forced out by incoming packets, and cannot fill holes left by fragments dropped from the second data�gram. This suggests that higher level protocols should attempt to use the same value for the IP Identification on both the original and retransmitted data. (This idea was proposed by John Shriver [24].)

3. Avoiding fragmentation

We believe that, in most circumstances, the potential disadvantages of fragmentation far outweigh the expected advantages. Thus, hosts should avoid sending datagrams that are so large that they will be frag�ment�ed. The length limit can be determined by a variety of general approaches:

Always send small datagrams: There is some datagram size that is small enough to fit without fragmentation on any network; we could simply send no datagrams larger than this limit.

Guess minimum MTU of path: Use a heuristic to guess the minimum MTU along the path the datagram will follow.

Discover actual minimum MTU of path: Use a protocol to determine the actual minimum MTU along the path the datagram will follow.

Guess or discover MTU and backtrack if wrong: Since an estimate might be wrong, and a discovered MTU may change if a route changes, sometimes we may have to adjust the length limit. This requires both a mechanism for detecting errors, and a mechanism for correcting them.

Later in this section we will discuss more specific fragmentation avoidance schemes.

All these strategies assume that the route the datagrams will follow is independently determined. If multiple routes are available between source and destination, one might instead try to avoid frag�menta�tion by using source-routing to avoid data links with small MTUs. Suitable alternate routes seldom exist, however, and even when they do we see no efficient way for an IP host to obtain enough information to choose a good source-route.

IP is a layered protocol architecture, and fragmentation avoidance must be done at the right layer. It makes little sense to build redundant mechanisms into several layers if it is possible to do it once. This implies that the right place for fragmentation avoidance is the layer common to all IP communication, the IP datagram layer itself (and its partner, the ICMP protocol). It would be a poor idea to put the entire fragmentation avoidance mechanism in, say, the TCP layer, because both the mechanism and any additional protocol would have to be duplicated in parallel layers, such as UDP[17], NETBLT[6], and VMTP[3], and because it would be awkward for a TCP-based mechanism to share knowledge with other layers and across connections.

This is not to say that layers above IP should be uninvolved in fragmentation avoidance. Architectural layering does not mean that higher layers must be kept ignorant of fragmentation issues. Optimal performance depends upon cooperation between layers for example, the TCP layer should not send huge segments if the IP layer knows that they will be fragmented.

Most of the fragmentation-avoidance schemes we will propose depend on keeping some knowledge about the minimum MTU (MINMTU) on the path a datagram will follow. A MINMTU value could be associated with a specific destination network, a specific destination host, a specific route (there may be several routes to one destination, with differing MINMTUs), or a specific connection (since for different applica�tions, we may want to choose between optimiz�ing for maximum bandwidth versus minimum delay, and thus might want to accept different risks of fragmentation for different connections to the same host). The MINMTU values could be kept in the IP routing database, or in a separate database, especially if per-connection MINMTUs are wanted. To support per-connection MlNMTUs, the IP layer must obtain a connection identifier from connection-oriented higher layers.

It is our belief that a per-connection scheme (degenerating to a per-route-to-specific-host scheme for connectionless protocols) is the most flexible one. While it is true that by keeping per-destination-network information one might be able to pool information about several hosts, this is not necessarily safe. Because many networks are subnetted [15], because MTUs may vary among the subnets of a given network, and because one cannot tell whether a remote network is subnetted or not, it is not true that knowing the MINMTU for one host reliably gives you the MINMTU for all other hosts on the same network.

Routes in a datagram network are not necessarily symmetric; the route a packet takes may not be the reverse of the route taken by a packet traveling in the opposite direction. Because of this, it is not safe for a host to assume that it can send a datagram as large as the one it has received from its peer. An independent MINMTU determination must be made for each direction, although the peer hosts may assist each other in doing so.

When the IP layer has determined the MINMTU for a connection or destination, it can make this information available to higher layers, such as TCP, that are generating segments to be sent as IP datagrams Segment-generating layers should ask the IP layer for a MINMTU before sending a segment; connection-based layers should either check periodically that the MINMTU has not changed, or should be able to handle asynchronous notification of a change.

3.1. Fragmentation avoidance without protocol changes

In this section we describe several fragmentation avoidance schemes that can be implemented without changing existing protocol specifications or creating new protocols. There are obvious advantages to such approaches, since they can be taken immediately by individual sites or vendors; further, we have sufficient experience with one of them to believe that it works fairly well. On the other hand, none of these schemes can make use of exact knowledge of MlNMTUs, and so may not provide optimal performance.

3.1.1. Always send tiny datagrams

If a host always sent datagrams no larger than the minimum MTU over the entire internet, these datagrams would never be fragmented. In the IP Internet the limit is no higher than 254 bytes, and might be lower. Since almost all of the Internet supports larger MTUs, and since performance depends so strongly on packet size, this approach can't provide reasonable performance. It is worth invoking only as a temporary diagnostic measure if performance actually increases when the datagram size is decreased, this is a clear indication that inappropriate fragmentation is taking place for larger datagrams.

Alternatively, one might assume that using a 576-byte limit is small enough to avoid fragmentation in virtually all cases (we hope that in the future, all new LP network links would be capable of handling packets of this size). 576 bytes is set forth in the IP specifica�tion [18] as the maximum size a host can send without explicit permission from the receiving host, so it is reasonable as an arbitrary value.

3.1.2. Send 576-byte datagrams if the route goes via a gateway

The IP layer can determine if the route for a connection or destination goes via a gateway. If it does, then the size limit is set to 576 (our favorite arbitrary value); otherwise, any size up to the MTU of the data-link layer may be used.

This approach provides maximum performance for local connections, and reasonable assurance that on most non-local connections, datagrams will not be fragmented. It is not perfect, since

It does not avoid fragmentation on every path

It may unnecessarily limit packet size, especially on subnetted collections of high-speed LANs that all support large packets.

If proxy ARP is used [14] then the IP layer may be fooled into believing that a non-local path is local, and thus use large datagrams when they are not necessarily safe.

However, it is quite easy to implement and in general provides good performance. A variant of this scheme, implemented in the TCP layer, has been used for several years at many sites and is now incorporated in 4.3BSD Unix [12]. This is the method we recommend in the absence of protocol changes.

3.13. Send 576-byte datagrams if the route goes off-net

Instead of checking whether a destination is behind a gateway, the IP layer can examine the destination's network number to decide if it is local or non-local. In a subnetted environment, this trades a higher risk of guessing too high a MINMTU for higher performance within the local collection of subnets.

3.2. Fragmentation avoidance with protocol changes

In this section we describe several fragmentation avoidance schemes that require changes to existing protocol specifications or the creation of new protocols. Mostly, these involve changes to gateways and some minor changes to IP-layer software; all are designed so as to coexist with unmodified gateways and hosts.

3.2.1. Probe mechanisms

Ideally, for a host to be able to send the largest possible datagrams that will not be fragmented, it must have perfect information as to the MINMTU along the path the datagrams will follow. Since most IP hosts do not even know what that route is, much less what the MTUs are along the route, we need a mechanism for discovering MINMTU.

The most straightforward kind of mechanism is to send a packet along the route, collecting MTU information as it goes; we call these probe mechanisms. Probe mechanisms require support from gateways each gate�way along the route must update the probe according to the MTU of the hop it is about to take. Probe mechan�isms also require support from peer hosts, since paths are asymmetric, once a probe reaches the end of its route, the information it has collected must be returned to the source host.

A probe may either gather a list of all the MTUs along the path (somewhat analogous to the IP “Record Route” option), with which the host can determine the MINMTU, or the probe may simply carry only the lowest MTU value seen along the route. The former method provides a little more information; the latter method is easier to implement and results in shorter packets.

A probe may be made only once, at the beginning of a connection or the use of a route, or it may be made periodically. Periodic probes are preferable if the MINMTU is kept per-destination or per-connection, since the route may change. If MINMTU information is kept per-route, then it will not change and consequently probes need not be repeated.

Probe mechanisms are useful for discovering other path characteristics besides MINMTU. As long as one is processing a probe, it makes sense to collect a variety of information, since it comes at little additional cost. This information could include:

Minimum bandwidth

Useful for determining appropriate transmission rates; if a host knows that a 9600-baud link is part of the path, it should behave differently than if the path is entirely via 100 Mbit fiber networks.

Maximum delay

Useful for determining realistic round-trip times; if a satellite channel is in use, with a delay of several hundred milliseconds, a host should not retransmit as quickly as if the end-to-end delay were several milliseconds.

Maximum queue length

A high value implies congestion; if measured using the “fair-queueing” algorithm [16] it indicates to a host whether it is sending too much. Alternatively, a “congestion-encountered” flag could be set if any gateway along the path is experiencing congestion.

Maximum error rate

When a link along the path is experiencing a high error rate, a host might choose to send shorter packets (so as to reduce the likelihood that an entire datagram is dropped because of a single error) or use error-correcting codes.

Hop Count

The total number of links traversed along the route may be of interest, for example, in choosing a value for the “Time To Live” field. (Collection of hop counts was proposed by Mike Karels [10].)

It is not necessary for every gateway along the path to support probing, providing they all forward the probe. Gaps in the probe information are not fatal; at worst, host behavior is the same as if no probing is done. A gateway that does support probing can cover up for an occasional uncooperative gateway by looking at the incoming link as well as the outgoing link when determining the MINMTU.

Since route choices may depend on the IP “Type of Service” and perhaps the IP “Security” option, probes should carry the same Type of Service and Security as the data packets will [4]; gateways should observe Type of Service and Security when updating values in probes.

3.2.2. Probing with ICMP messages

A probe can be done using a separate packet; in the IP architecture, we would do this using a new ICMP “Probe Path” message. This is described in detail in appendix I.

Briefly, a host wishing to probe a path sets initial values for the fields of the Probe Path message, then sends it to the destination host. Each gateway along the route updates various fields of the message. When the destination host receives the message, it copies the recorded information into a different area of the message, reinitializes the recording fields, and returns the message to the original host. If the second host requests, the message may make one more trip, after which both hosts will have the path information, including MINMTU.

3.23. Probes piggybacked on IP headers

It is not necessary to send a separate packet to probe the path. Instead, the probe information can be piggy�backed on the actual data packets, as part of the IP header. In appendix II we describe new IP header options for recording and returning MINMTU informa�tion. (Additional options could be defined for recording other path characteristics.)

In this case, a host wishing to probe a path sets initial values for the “Probe MTU” option in the IP header of a datagram it is sending. Each gateway along the route may update the value carried in this option. When the destination host receives the datagram, it copies the recorded information into a “MTU Reply” option and attaches it to the next datagram going back to the source host. When this reply is received, the first host knows the MINMTU; the second host may pass its own Probe MTU option along with the MTU Reply, so after one more datagram both hosts can know the MINMTU.

Because the piggyback method does not involve additional packets, it may be cheaper than the ICMP method; it should be cheap enough that one can send it frequently, to react to changes in the route. The drawback is that it adds overhead to the processing of data packets, and may be harder to implement, since when a host wants to return a MINMTU value it must find an outgoing datagram to which it can attach the MTU Reply option.

3.3. Recovery from fragmentation

Instead of avoiding fragmentation by trying to predict when it will occur, a host could instead detect when it occurs and recover by shrinking the datagram size. Detection can be accomplished with or without the use of new protocols.

All methods start by assuming a large datagram size, and adjusting the datagram size based on indications of fragmentation. After a few iterations of this process using a binary search on the datagram size, and after receiving acknowledgments from the remote host to verify that the datagrams are actually arriving, the source host can have arbitrarily precise knowledge of the MINMTU for the path.

Detection methods have the advantage that they cause no additional overhead unless fragmentation occurs. They have the disadvantage that they can create lots of useless traffic if not carefully implemented.

3.3.1. Use of “Don't Fragment” flag

One such approach is to set the “Don't Fragment” flag on every datagram, and use the MTU of the first hop as the initial datagram size. If a datagram reaches a gateway that would have to fragment it, the gateway (obeying the “Don't Fragment” flag) must drop the datagram and return an ICMP “Destination Unreachable/Fragmentation Needed and DF Set” message [20]. The source host, upon receiving this ICMP, should try a smaller datagram size and retransmit any unacknowledged data. (A variant of this scheme was first proposed by Geof Cooper [7].)

This method requires no protocol changes, but the drawback is that until the proper MINMTU is discovered, many datagrams will be dropped, and thus it may take a long time to set up a connection. Since many connections transfer only a few data packets (mail, for example), this is a significant overhead; it would only be useful for long connections.

3.3.2. Passive detection of fragmentation

A complementary approach is to allow fragmentation of any datagram, but to detect when this happens and adjust the datagram size accordingly. While this might take longer to arrive at the proper MINMTU, it does not force gateways to drop any datagrams in the meantime; thus it improves performance on long connections without harming brief ones. One way to do this without changing protocols is to observe the retransmission rate; from a high retransmission rate one might deduce that deterministic fragment loss is occurring. The datagram size can be lowered until the retransmission rate drops noticeably.

The problem is that a high retransmission rate may also be caused by other problems, especially congestion. Cutting the datagram size is exactly the wrong approach when fragmentation is not occurring and the path is congested, since it increases the number of packets required to send the same data and thus increases the congestion. This approach should therefore be used only when an independent mechanism is used to detect or suppress congestion, such as the use of ICMP source quenches, Nagle's fair-queueing algorithm [16], or statistical properties of the round-trip delays [9].

3.3.3. Proper use of “Time Exceeded” ICMP messages

The receiving host can tell if it is losing fragments because partial datagrams waiting on its reassembly queue will time out. The ICMP protocol currently includes a “Time Exceeded” message, including a code that can be set to indicate “fragment reassembly time exceeded.” While this message does not convey complete information on the MINMTU of the path, it is a clear indication that the source host has guessed too high and should reduce the size of the datagrams it is sending. Apparently, many IP implementations do not end this message, nor do many know what to do with it.

3.3.4. “Fragmentation Warning” ICMP messages

In this scheme, when a gateway fragments a datagram, it forwards the fragments as usual but also sends a message back to the source host. This “Fragmentation Warning” ICMP message would carry the maximum allowable datagram size, so that the source host could reduce the datagram size to fit through the link in question. The process may have to be repeated if a subsequent link has a slightly smaller MTU. (A variant of this scheme was first proposed by Art Berggreen [1].)

This scheme has a serious danger if the source host does not receive or act upon the warning message, not only will fragmentation continue to occur, but a lot of useless traffic will be created by subsequent warning messages. A gateway could avoid sending multiple warnings to the same host, at the cost of maintaining a cache of recently warned host addresses. Alternatively, we could intro�duce a new “Warn if Fragmented” flag in the IP header, analogous to the “Don't Fragment” flag. Only if this flag is set would a warning be issued, and a source host setting this flag should take care to heed warnings.

3.3.5. “Fragments Received” ICMP messages

A similar approach generates warnings at the destina�tion, rather than the gateways. If a host receives a fragmented datagram, it can send a “Fragments Received” ICMP message back to the source host. This warning would carry the size of the largest fragment of the datagram; this is a lower bound on MINMTU, although it is possible that larger datagrams could be sent without fragmentation. Again, some mechanism is needed to limit unheeded warnings, so as to prevent congestion. (A variant of this scheme was first proposed by Charles Lynn [11].)

3.4. Use of Transparent Fragmentation

The need for inter-network fragmentation, and consequently its dangers, can be reduced or eliminated by the use of transparent fragmentation (sometimes called intra-network fragmentation). If all the fragments of a datagram are sent to a unique next-hop gateway for reassembly, and if the fragmenting and reassembling gateways use a low-level protocol that increases the chances of complete delivery, two benefits are obtained:

Deterministic fragment loss is unlikely, if the protocol between the two gateways supports acknowledgments of individual fragments. It need not be completely reliable, since the end hosts are willing to accept occasional lost or mis-sequenced datagrams.

If the (reassembled) datagram subsequently traverses a network with a larger MTU, it makes more efficient use of that network than a collection of smaller fragments.

On the other hand, transparent fragmentation has many drawbacks: (1) a datagram may be repeatedly reassem�bled and refragmented; (2) gateway implemen�ta�tions become more complex and require much more buffer memory; (3) the performance gains are limited because a datagram cannot be larger than the MTU of the first-hop network and because a maximum size must be enforced to provide a limit on gateway reassembly buffer space. Most important in the IP world a destination host may still have to perform reassembly, since the MTU of the last hop link may be smaller than the datagram size; this means that most of the problems associated with internetwork fragmenta�tion would still be present, although to a lesser degree. (Transparent fragmentation was successful in the Pup architecture because almost all non-gateway Pup hosts were attached to networks with MTUs larger than the maximum allowed Pup datagram size [2].)

Since transparent fragmentation is invisible except to the gateways involved, it can be used in an IP internet wherever the benefits outweigh the drawbacks; this is specifically allowed by the IP specification [18]. We encourage designers of gateways and networks to consider the use of transparent fragmentation, especially if the natural MTU of the network is unusually small. For example, the actual IMP-to-IMP messages on the ARPAnet are only 1008 bits long; the 1007-byte MTU of the ARPAnet is an illusion created by transparent fragmentation and reassembly within the IMPs [8].

3.5. Careful use of intentional fragmentation

In certain restricted cases, and with a little luck, one can obtain significant performance improvements by sending such large datagrams that they must be fragmented immediately by the source host, before being transmitted on their first hop. This is done in Sun Microsystems’ implementation of their NFS protocol [21]. Throughput is improved because fewer datagrams are handled in the layers above IP, and because end-to-end acknowledgements are done only in the RPC layer, rather than in the transport layer as well. This performance improvement is extremely unstable; because it is vulnerable to deterministic fragment loss, performance may drop radically if gateways or interfaces with insufficient buffering are in use. In some cases, the protocol fails entirely.

We do not believe that intentional fragmentation is a good idea, since careful protocol design and imple�menta�tion should be able to provide similar peak performance without anywhere near the risk. It is especially irresponsible to use over an internet prone to congestion, since congestion may cause deterministic fragment loss and the resulting retransmission of long packet trains can only worsen the congestion.

Intentional fragmentation, in spite of its risk, is appealing because as long as it works it requires no implementation modifications beyond some parameter tuning. If it is used, we think the risk can be reduced by approaches analogous to those we have suggested for determining MINMTU.

For example, intentional fragmentation could be restricted to those destinations that are on the local network, or those without an intervening gateway. Alternatively, the source host could observe the retransmission rate and cease intentional fragmenta�tion if the rate is high; since intentional fragmentation is worse for congestion than the use of undersized datagrams, this is a good idea even when one cannot distinguish retransmissions caused by congestion from those caused by deterministic fragment loss.

If accurate information, say from a probe mechanism, shows that somewhere along the path the fragments will be re-fragmented, one would clearly not want to use intentional fragmentation. Aside from the problem that many existing gateways derived from 4.2BSD code cannot properly fragment a fragment, this results in a great expansion in the total number of fragments and consequently the risks of congestion and deterministic fragment loss.

4. Summary and Recommendations

We believe that future heterogeneous internetworks will include networks with a wide range of bandwidths, because economics force long-haul networks to have lower bandwidths than local-area networks. The MTU that maximizes performance varies with bandwidth on low-bandwidth links, a small MTU is used to limit the time the link can be occupied by one packet; on high-bandwidth links, a large MTU allows per-packet over�heads to be amortized over many bytes. Therefore, link-level MTUs will always vary within heterogeneous internetworks.

In this paper, we have explored the use of internetwork fragmentation as a solution to the problem of differing MTUs. Fragmentation frees higher level protocols from having to alter their behavior based on the route over which packets flow. To the designers of IP, internet�work fragmentation appeared to be the right choice. Unfortunately, as we have shown, blind reliance on fragmentation in IP can be costly in both performance and reliability.

4.1. Recommendations

In section 3 we described a broad variety of schemes for avoiding or ameliorating fragmentation. Not all of these schemes are worthwhile, and not all of the good ones should be adopted together. Here we suggest what we believe are the most appropriate steps to take.

We are proposing engineering modifications to a large, heterogeneous internetwork where there is a tremen�dous delay in disseminating change to all sites; some sites may never catch up. Stability is important; this means that whenever possible, a change should not disrupt those hosts that are not yet updated.

Since a robust host implementation should simply ignore packets and options that it does not understand, one might think it safe to make changes that involve sending additional packets on the off chance that the receiver knows what to do with them. In the larger context of an internetwork prone to congestion, however, we should worry about injecting useless packets. We thus favor approaches that do not repeatedly send packets that might be ignored.

4.1.1. Recommendations not involving protocol changes

Some solutions can be implemented immediately, without changes to protocol specifications. Most effective is the one described in section 3.1.2, limiting the datagram size to 576 bytes whenever the packet is routed via a gateway. This should be implemented in the IP layer, rather than in the TCP layer as in 4.3BSD.

Somewhat more difficult, but still possible without protocol changes at the IP layer or above, is the use of transparent fragmentation (that is, immediate reassembly) over networks with small MTUs. Effectively, this means increasing the MTU of such networks as viewed by hosts on other networks.

Finally, we strongly encourage implementors who use intentional fragmentation to do so only when packets are sent directly, with no gateway along the route. Also, intentional fragmentation should cease when the retransmission rate increases beyond a certain level.

We do not recommend the use of the ICMP “fragment reassembly time exceeded” message since it appears that most hosts simply ignore it; this is a shame but it may be too late to correct.

4.1.2. Recommendations for protocol changes

If protocol changes were to be considered, we would recommend the adoption of both the ICMP “Probe Path” message described in appendix I, and the IP “Probe MTU” option described in appendix II. Both of these changes require support from gateways and from host IP layers, but they can be incrementally adopted without confusing existing implementations. On the other hand, the ICMP “Probe Path” message can still cause the “useless packets” problem.

We suggest implementing both probe mechanisms because the cost of doing so is not much higher than that of implementing one, and we cannot predict which is more effective. Each may be optimal for certain applications.

4.1.3. Recommendations for new architectures

The IP Internet was intended as an experiment, and from this experiment we can extract some lessons to use in designing new architectures. Any large hetero�geneous datagram internetwork is likely to require fragmentation at times; careful design can make fragmentation normally unnecessary, and can avert its most serious drawbacks. We do not believe that frag�menta�tion should be completely hidden from hosts; to do so would be to fall into the trap of providing reliable stream protocols at too low a level. Rather, fragmenta�tion should simply be as robust as possible, so that it does not lead to performance disasters.

We urge consideration of transparent fragmentation whenever possible. There is little value in the ability to send fragments of one datagram along different routes, and reassembly by gateways should not be prohibitively expensive. Main memory sizes and costs are improving so rapidly that buffer space should no longer be considered the limiting resource; reassembly might actually improve the switching rates of gateways by reducing the number of individually switched frag�ments. We suggest that a source host be able to turn off transparent fragmentation by setting a flag in the datagram header, analogous to the IP “Don't Fragment” flag.

We also believe that the ability to record path information — not only about MTU but also about congestion, bandwidth, etc. — is so valuable that it should be done on every packet. The header overhead could be reduced by encoding the numerical informa�tion, either by reducing resolution or by using a logarithmic scale. By doing recording in standard rather than optional header fields, its cost could be made negligible.

Finally, since transparent fragmentation cannot entirely obviate the use of inter-network fragmentation, there must be a way to recover from inappropriate fragmentation. The receiving host can detect the problem, through repeated reassembly timeouts, and should notify the sending host via something akin to the ICMP “fragmentation reassembly time exceeded” message. If support for this message had been mandatory in IP, it would have eliminated the problem of complete communication failure due to deterministic fragment loss.
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Appendix I. ICMP “Probe Path” message

The format of the proposed ICMP “Probe Path” message is shown in figure 1-1.

Byte�0	1	2	3

Type�Code�Checksum��Identifier�Sequence Number��Minimum MTU encountered��Minimum Bandwidth encountered��Maximum Delay encountered��Maximum Queue Length encountered��Maximum Error Rate encountered��Hop Count��Returned Identifier�Returned Sequence Number��Returned Minimum MTU encountered��Returned Minimum Bandwidth encountered��Returned Maximum Delay encountered��Returned Maximum Queue Length encountered��Returned Maximum Error Rate encountered��Returned Hop Count��Figure I-1 Format of ICMP “Probe Path” message

The fields of a Probe Path message are:

Type�To be assigned.

Code�Indicates how far through a “three-way” handshake this message is:

1 = Initial message don't believe “Returned” values; please reply.

2 = Second message believe “Returned” values; please reply.

3 = Third message believe “Returned” values; no reply expected.

For codes I and 2, gateways must update values in other fields as specified. For code 3, gateways need not update values in other fields.

Checksum�The usual ICMP checksum. It must be updated when a gateway modifies any of the other fields.

Identifier�An identifier to aid in matching probes with replies, may be zero.

Sequence Number�A sequence number to aid in matching probes with replies, may be zero.

If the Code is 1 or 2, the following six fields are updated by gateways as the message follows its route; they are all 32-bit two's complement (signed) integers. Their initial values are set by the source host, as indicated. Gateways should observe the Type of Service field and Security option in the IP header of the Probe Path message when updating these fields.

Minimum MTU encountered�Initially set to the MTU of the first hop data link, or to MAXINT (23l-l). Each gateway compares this value to the MTU of the incoming and outgoing links for the message, and reduces the recorded value, if necessary. MTU is measured in octets.

Minimum Bandwidth encountered�Initially set to the bandwidth of the first hop data link, or to MAXINT. Each gateway compares this value to the bandwidth of the incoming and outgoing links for the message, and reduces the recorded value, if necessary. Bandwidth is measured in bits per second.

Maximum Delay encountered�Initially set to the delay of the first hop data link, or to zero. Each gateway compares this value to the time it will take the packet to traverse the incoming and outgoing links, and increases the recorded value, if necessary. Delay is measured in microseconds. For networks, such as CSMA/CD, where the delay is not a simple function of the packet length, use the expected value of the delay for an average packet.

Maximum Queue Length encountered�Initially set to the length of the output queue of the source host when the packet is placed on that queue, or to zero. Each gateway compares this value to the length of the queue in which the packet is placed, and increases the recorded value, if necessary.

Maximum Error Rate encountered�Initially set to the error rate of the first hop data link, or to zero. Each gateway compares this value to the error rate of the incoming and outgoing links, and increases the recorded value, if necessary. Error rate is measured as the reciprocal of the bit-error rate; i.e., it is the expected value of the number of bits between errors.

Hop Count�Initially set to 1. Each gateway increments this value by one.

If the Code of an incoming message is 1 or 2, the following eight (“returned”) fields are used to return the previous eight (“incoming”) fields to the probing host:

Returned Identifier�Returned Sequence Number�Returned Minimum MTU encountered�Returned Minimum Bandwidth encountered�Returned Maximum Delay encountered�Returned Maximum Queue Length encountered�Returned Maximum Error Rate encountered�Returned Hop Count

The destination host copies the appropriate fields (e.g., “Minimum MTU encountered” is copied to “Returned Minimum MTU encountered”), reinitializes the incoming fields, sets the code field to 2 or 3 depending on whether it needs path information, recomputes the checksum, reverses the source and destination addresses, and returns the message. When a host receives a Code 2 or Code 3 message, it can use the values in the returned fields to update its path information database. The 32-bit wide fields are interpreted as two's complement integers; a negative value means that the field value is not valid.

Appendix II. IP “Probe MTU” options

The format of the proposed IP “Probe MTU” option is shown in figure II-1. The option type code is to be assigned; it is not copied on fragmentation, it is of option class 2 (debugging and measurement). This option is always 8 octets long.



010xxxx0�Length�Minimum MTU encountered�Identifier��Type=yyy 	Length=8

Figure II-1 Format of IP “Probe MTU” option

The value of the Probe MTU option is the minimum MTU encountered along the route followed by the packet, measured in octets. It is initialized by the source host to the MTU of the first hop data-link, or it may be initialized to 231-l. Each gateway compares this value to the MTU of the incoming and outgoing links for the packet, and reduces the recorded value, if necessary. Gateways should observe the Type of Service field and Security option in the IP header when updating this value. The source host should set the Identifier field to allow it to match the reply to this option with the appropriate connection or route.

When a destination host receives a packet with the Probe MTU option, it creates an “MTU Reply” option, whose format is shown in figure II-2. The option type code is to be assigned; it is not copied on fragmentation, it is of option class 2 (debugging and measurement). This option is always 8 octets long. The “Returned Minimum MTU” and “Identifier” fields are copies of the corresponding fields in the received Probe MTU option.



010xxxx1�Length�Returned Minimum MTU�Identifier��Type=zzz 	Length=8

Figure 11-2 Format of IP “MTU Reply” option

The destination host returns this option attached to the next packet sent to the originating host. Because several Probe MTU options may arrive before one is sent, the MTU Reply option may appear more than once in a packet. A packet carrying an MTU Reply option may also carry a Probe MTU option.

When a host receives an MTU Reply option, it uses the Identifier field to associate the Minimum MTU value with a particular connection or destination.
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Abstract

The Internet protocol suite, TCP/IP, was first proposed fifteen years ago. It was developed by the Defense Advanced Research Projects Agency (DARPA), and has been used widely in military and commercial systems. While there have been papers and specifications that describe how the protocols work, it is sometimes difficult to deduce from these why the protocol is as it is. For example, the Internet protocol is based on a connectionless or datagram mode of service. The motivation for this has been greatly mis�understood. This paper attempts to capture some of the early reasoning which shaped the Internet protocols.

�Introduction

For the last 15 years� , the Advanced Research Projects Agency of the U.S. Department of Defense has been developing a suite of protocols for packet switched networking. These protocols, which include the Internet Protocol (IP), and the Transmission Control Protocol (TCP), are now U.S. Department of Defense standards for internetworking, and are in wide use in the commercial networking environment. The ideas developed in this effort have also influenced other protocol suites, most importantly the connectionless configuration of the ISO protocols�,�,�. 

While specific information on the DOD protocols is fairly generally available�,�,�, it is sometimes difficult to determine the motivation and reasoning which led to the design.

In fact, the design philosophy has evolved considerably from the first proposal to the current standards. For example, the idea of the datagram, or connectionless service, does not receive particular emphasis in the first paper, but has come to be the defining charac�teristic of the protocol. Another example is the layering of the architecture into the IP and TCP layers. This seems basic to the design, but was also not a part of the original proposal. These changes in the Internet design arose through the repeated pattern of implementation and testing that occurred before the standards were set.

The Internet architecture is still evolving. Sometimes a new extension challenges one of the design principles, but in any case an understanding of the history of the design provides a necessary context for current design extensions. The connectionless configuration of ISO protocols has also been colored by the history of the Internet suite, so an understanding of the Internet design philosophy may be helpful to those working with ISO.

This paper catalogs one view of the original objectives of the Internet architecture, and discusses the relation between these goals and the important features of the protocols.

Fundamental Goal

The top level goal for the DARPA Internet Architecture was to develop an effective technique for multiplexed utilization of existing interconnected networks. Some elaboration is appropriate to make clear the meaning of that goal.

 The components of the Internet were networks, which were to be interconnected to provide some larger service. The original goal was to connect together the original ARPANET� with the ARPA packet radio network�,�, in order to give users on the packet radio network access to the large service machines on the ARPANET. At the time it was assumed that there would be other sorts of networks to interconnect, although the local area network had not yet emerged.

An alternative to interconnecting existing networks would have been to design a unified system which incorporated a variety of different transmission media, a multi-media network. While this might have permitted a higher degree of integration, and thus better performance, it was felt that it was necessary to incorporate the then existing network architectures if Internet was to be useful in a practical sense. Further, networks represent administrative boundaries of control, and it was an ambition of this project to come to grips with the problem of integrating a number of separately administrated entities into a common utility.

The technique selected for multiplexing was packet switching. An alternative such as circuit switching could have been considered, but the applications being supported, such as remote login, were naturally served by the packet switching paradigm, and the networks which were to be integrated together in this project were packet switching networks. So packet switching was accepted as a fundamental component of the Internet architecture.

The final aspect of this fundamental goal was the assumption of the particular technique for inter�connecting these networks. Since the technique of store and forward packet switching, as demonstrated in the previous DARPA project, the ARPANET, was well understood, the top level assumption was that networks would be interconnected by a layer of Internet packet switches, which were called gateways.

From these assumptions comes the fundamental structure of the Internet: a packet switched commun�ica�tions facility in which a number of distinguishable networks are connected together using packet com�mun�i�cations processors called gateways which implement a store and forward packet forwarding algorithm.

Second Level Goals

The top level goal stated in the previous section contains the word "effective," without offering any definition of what an effective interconnection must achieve. The following list summarizes a more detailed set of goals which were established for the Internet architecture.

Internet communication must continue despite loss of networks or gateways.

The Internet must support multiple types of communications service.

The Internet architecture must accommodate a variety of networks.

The Internet architecture must permit distributed management of its resources.

The Internet architecture must be cost effective.

The Internet architecture must permit host attachment with a low level of effort.

The resources used in the internet architecture must be accountable.

This set of goals might seem to be nothing more than a checklist of all the desirable network features. It is important to understand that these goals are in order of importance, and an entirely different network architecture would result if the order were changed. For example, since this network was designed to operate in a military context, which implied the possibility of a hostile environment, survivability was put as a first goal, and accountability as a last goal. During wartime, one is less concerned with detailed accounting of resources used than with mustering whatever resources are available and rapidly deploying them in an operational manner. While the architects of the Internet were mindful of accountability, the problem received very little attention during the early stages of the design, and is only now being considered. An architecture primarily for commercial deployment would clearly place these goals at the opposite end of the list. 

Similarly, the goal that the architecture be cost effective is clearly on the list, but below certain other goals, such as distributed management, or support of a wide variety of networks. Other protocol suites, including some of the more popular commercial architectures, have been optimized to a particular kind of network, for example a long haul store and forward network built of medium speed telephone lines, and deliver a very cost effective solution in this context, in exchange for dealing somewhat poorly with other kinds of nets, such as local area nets.

The reader should consider carefully the above list of goals, and recognize that this is not a "motherhood" list, but a set of priorities which strongly colored the design decisions within the Internet architecture. The following sections discuss the relationship between this list and the features of the Internet. 

Survivability in the Face of Failure

The most important goal on the list is that the Internet should continue to supply communications service, even though networks and gateways are failing. In particular, this goal was interpreted to mean that if two entities are communicating over the Internet, and some failure causes the Internet to be temporarily disrupted and reconfigured to reconstitute the service, then the entities communicating should be able to continue without having to reestablish or reset the high level state of their conversation. More concretely, at the service interface of the transport layer, this architecture provides no facility to communicate to the client of the transport service that the synchronization between the sender and the receiver may have been lost. It was an assumption in this architecture that synchronization would never be lost unless there was no physical path over which any sort of communication could be achieved. In other words, at the top of transport, there is only one failure, and it is total partition. The architecture was to mask completely any transient failure.

To achieve this goal, the state information which describes the on-going conversation must be protected. Specific examples of state information would be the number of packets transmitted, the number of packets acknowledged, or the number of outstanding flow control permissions. If the lower layers of the archi�tecture lose this information, they will not be able to tell if data has been lost, and the application layer will have to cope with the loss of synchrony. This architec�ture insisted that this disruption not occur, which meant that the state information must be protected from loss.

In some network architectures, this state is stored in the intermediate packet switching nodes of the network. In this case, to protect the information from loss, it must replicated. Because of the distributed nature of the replication, algorithms to ensure robust replication are themselves difficult to build, and few networks with distributed state information provide any sort of protection against failure. The alternative, which this architecture chose, is to take this informa�tion and gather it at the endpoint of the net, at the entity which is utilizing the service of the network. I call this approach to reliability "fate-sharing." The fate-sharing model suggests that it is acceptable to lose the state information associated with an entity if, at the same time, the entity itself is lost. Specifically, information about transport level synchronization is stored in the host which is attached to the net and using its communication service.

There are two important advantages to fate-sharing over replication. First, fate-sharing protects against any number of intermediate failures, whereas replication can only protect against a certain number (less than the number of replicated copies). Second, fate-sharing is much easier to engineer than replication.

There are two consequences to the fate-sharing approach to survivability. First, the intermediate packet switching nodes, or gateways, must not have any essential state information about on-going connections. Instead, they are stateless packet switches, a class of network design sometimes called a "datagram" network. Secondly, rather more trust is placed in the host machine than in an architecture where the network ensures the reliable delivery of data. If the host resident algorithms that ensure the sequencing and acknowledgment of data fail, applications on that machine are prevented from operation.

Despite the fact that survivability is the first goal in the list, it is still second to the top level goal of interconnection of existing networks. A more surviv�able technology might have resulted from a single multi-media network design. For example, the Internet makes very weak assumptions about the ability of a network to report that it has failed. Internet is thus forced to detect network failures using Internet level mechanisms, with the potential for a slower and less specific error detection.

Types of Service

The second goal of the Internet architecture is that it should support, at the transport service level, a variety of types of service. Different types of service are distinguished by differing requirements for such things as speed, latency and reliability. The traditional type of service is the bi-directional reliable delivery of data. This service, which is sometimes called a "virtual circuit" service, is appropriate for such applications as remote login or file transfer. It was the first service provided in the Internet architecture, using the Transmission Control Protocol (TCP)�. It was early recognized that even this service had multiple variants, because remote login required a service with low delay in delivery, but low requirements for bandwidth, while file transfer was less concerned with delay, but very concerned with high throughput. TCP attempted to provide both these types of service.

The initial concept of TCP was that it could be general enough to support any needed type of service. However, as the full range of needed services became clear, it seemed too difficult to build support for all of them into one protocol.

The first example of a service outside the range of TCP was support for XNET�, the cross-Internet debugger. TCP did not seem a suitable transport for XNET for several reasons. First, a debugger protocol should not be reliable. This conclusion may seem odd, but under conditions of stress or failure (which may be exactly when a debugger is needed) asking for reliable communications may prevent any communications at all. It is much better to build a service which can deal with whatever gets through, rather than insisting that every byte sent be delivered in order. Second, if TCP is general enough to deal with a broad range of clients, it is presumably somewhat complex. Again, it seemed wrong to expect support for this complexity in a debugging environment, which may lack even basic services expected in an operating system (e.g. support for timers.) So XNET was designed to run directly on top of the datagram service provided by Internet.

Another service which did not fit TCP was real time delivery of digitized speech, which was needed to support the teleconferencing aspect of command and control applications. In real time digital speech, the primary requirement is not a reliable service, but a service which minimizes and smoothes the delay in the delivery of packets. The application layer is digitizing the analog speech, packetizing the resulting bits, and sending them out across the network on a regular basis. They must arrive at the receiver at a regular basis in order to be converted back to the analog signal. If packets do not arrive when expected, it is impossible to reassemble the signal in real time. A surprising observation about the control of variation in delay is that the most serious source of delay in networks is the mechanism to provide reliable delivery. A typical reliable transport protocol responds to a missing packet by requesting a retransmission and delaying the delivery of any subsequent packets until the lost packet has been retransmitted. It then delivers that packet and all remaining ones in sequence. The delay while this occurs can be many times the round trip delivery time of the net, and may completely disrupt the speech reassembly algorithm. In contrast, it is very easy to cope with an occasional missing packet. The missing speech can simply be replaced by a short period of silence, which in most cases does not impair the intelligibility of the speech to the listening human. If it does, high level error correction can occur, and the listener can ask the speaker to repeat the damaged phrase.

It was thus decided, fairly early in the development of the Internet architecture, that more than one transport service would be required, and the architecture must be prepared to tolerate simultaneously transports which wish to constrain reliability, delay, or bandwidth, at a minimum. 

This goal caused TCP and IP, which originally had been a single protocol in the architecture, to be separated into two layers. TCP provided one particular type of service, the reliable sequenced data stream, while IP attempted to provide a basic building block out of which a variety of types of service could be built. This building block was the datagram, which had also been adopted to support survivability. Since the reliability associated with the delivery of a datagram was not guaranteed, but "best effort," it was possible to build out of the datagram a service that was reliable (by acknowledging and retransmitting at a higher level), or a service which traded reliability for the primitive delay characteristics of the underlying network sub�strate. The User Datagram Protocol (UDP)� was created to provide a application-level interface to the basic datagram service of Internet.

The architecture did not wish to assume that the underlying networks themselves support multiple types of services, because this would violate the goal of using existing networks. Instead, the hope was that multiple types of service could be constructed out of the basic datagram building block using algorithms within the host and the gateway. For example, (although this is not done in most current implementations) it is possible to take datagrams which are associated with a controlled delay but unreliable service and place them at the head of the transmission queues unless their lifetime has expired, in which case they would be discarded; while packets associated with reliable streams would be placed at the back of the queues, but never discarded, no matter how long they had been in the net.

It proved more difficult than first hoped to provide multiple types of service without explicit support from the underlying networks. The most serious problem was that networks designed with one particular type of service in mind were not flexible enough to support other services. Most commonly, a network will have been designed under the assumption that it should deliver reliable service, and will inject delays as a part of producing reliable service, whether or not this reliability is desired. The interface behavior defined by X.25, for example, implies reliable delivery, and there is no way to turn this feature off. Therefore, although Internet operates successfully over X.25 networks it cannot deliver the desired variability of type service in that context. Other networks which have an intrinsic datagram service are much more flexible in the type of service they will permit, but these networks are much less common, especially in the long-haul context.

Varieties of Networks

It was very important for the success of the Internet architecture that it be able to incorporate and utilize a wide variety of network technologies, including military and commercial facilities. The Internet architecture has been very successful in meeting this goal; it is operated over a wide variety of networks, including long haul nets (the ARPANET itself and various X.25 networks), local area nets (Ethernet, ringnet, etc.), broadcast satellite nets (the DARPA Atlantic Satellite Network�,� operating at 64 kilobits per second and the DARPA Experimental Wideband Satellite Net,� operating within the United States at 3 megabits per second), packet radio networks (the DARPA packet radio network, as well as an experimental British packet radio net and a network developed by amateur radio operators), a variety of serial links, ranging from 1200 bit per second asynchronous connections to T1 links, and a variety of other ad hoc facilities, including intercomputer busses and the transport service provided by the higher layers of other network suites, such as IBM's HASP.

The Internet architecture achieves this flexibility by making a minimum set of assumptions about the function which the net will provide. The basic assumption is that network can transport a packet or datagram. The packet must be of reasonable size, perhaps 100 bytes minimum, and should be delivered with reasonable but not perfect reliability. The network must have some suitable form of addressing if it is more than a point to point link.

There are a number of services which are explicitly not assumed from the network. These include reliable or sequenced delivery, network level broadcast or multicast, priority ranking of transmitted packet, support for multiple types of service, and internal knowledge of failures, speeds, or delays. If these services had been required, then in order to accommodate a network within the Internet, it would be necessary either that the network support these services directly, or that the network interface software provide enhancements to simulate these services at the endpoint of the network. It was felt that this was an undesirable approach, because these services would have to be re-engineered and reimplemented for every single network and every single host interface to every network. By engineering these services at the transport, for example reliable delivery via TCP, the engineering must be done only once, and the implementation must be done only once for each host. After that, the implementation of interface software for a new network is usually very simple.

Other Goals

The three goals discussed so far were those which had the most profound impact on the design on the architecture. The remaining goals, because they were lower in importance, were perhaps less effectively met, or not so completely engineered. The goal of permitting distributed management of the Internet has certainly been met in certain respects. For example, not all of the gateways in the Internet are implemented and managed by the same agency. There are several different management centers within the deployed Internet, each operating a subset of the gateways, and there is a two-tiered routing algorithm which permits gateways from different administrations to exchange routing tables, even though they do not completely trust each other, and a variety of private routing algorithms used among the gateways in a single administration. Similarly, the various organizations which manage the gateways are not necessarily the same organizations that manage the networks to which the gateways are attached. 

On the other hand, some of the most significant problems with the Internet today relate to lack of sufficient tools for distributed management, especially in the area of routing. In the large internet being currently operated, routing decisions need to be constrained by policies for resource usage. Today this can be done only in a very limited way, which requires manual setting of tables. This is error-prone and at the same time not sufficiently powerful. The most important change in the Internet architecture over the next few years will probably be the development of a new generation of tools for management of resources in the context of multiple administrations.

It is clear that in certain circumstances, the Internet architecture does not produce as cost effective a utilization of expensive communication resources as a more tailored architecture would. The headers of Internet packets are fairly long (a typical header is 40 bytes), and if short packets are sent, this overhead is apparent. The worse case, of course, is the single character remote login packets, which carry 40 bytes of header and one byte of data. Actually, it is very difficult for any protocol suite to claim that these sorts of interchanges are carried out with reasonable efficiency. At the other extreme, large packets for file transfer, with perhaps 1,000 bytes of data, have an overhead for the header of only four percent. 

Another possible source of inefficiency is retransmission of lost packets. Since Internet does not insist that lost packets be recovered at the network level, it may be necessary to retransmit a lost packet from one end of the Internet to the other. This means that the retransmitted packet may cross several intervening nets a second time, whereas recovery at the network level would not generate this repeat traffic. This is an example of the tradeoff resulting from the decision, discussed above, of providing services from the end-points. The network interface code is much simpler, but the overall efficiency is potentially less. However, if the retransmission rate is low enough (for example, 1%) then the incremental cost is tolerable. As a rough rule of thumb for networks incorporated into the architecture, a loss of one packet in a hundred is quite reasonable, but a loss of one packet in ten suggests that reliability enhancements be added to the network if that type of service is required.

The cost of attaching a host to the Internet is perhaps somewhat higher than in other architectures, because all of the mechanisms to provide the desired types of service, such as acknowledgments and retransmission strategies, must be implemented in the host rather than in the network. Initially, to programmers who were not familiar with protocol implementation, the effort of doing this seemed somewhat daunting. Implementors tried such things as moving the transport protocols to a front end processor, with the idea that the protocols would be implemented only once, rather than again for every type of host. However, this required the invention of a host to front end protocol which some thought almost as complicated to implement as the original transport protocol. As experience with protocols increases, the anxieties associated with implementing a protocol suite within the host seem to be decreasing, and implementations are now available for a wide variety of machines, including personal computers and other machines with very limited computing resources.

A related problem arising from the use of host-resident mechanisms is that poor implementation of the mechanism may hurt the network as well as the host. This problem was tolerated, because the initial experiments involved a limited number of host implementations which could be controlled. However, as the use of Internet has grown, this problem has occasionally surfaced in a serious way. In this respect, the goal of robustness, which led to the method of fate-sharing, which led to host-resident algorithms, contri�butes to a loss of robustness if the host mis-behaves.

The last goal was accountability. In fact, accounting was discussed in the first paper by Cerf and Kahn as an important function of the protocols and gateways. However, at the present time, the Internet architecture contains few tools for accounting for packet flows. This problem is only now being studied, as the scope of the architecture is being expanded to include non-military consumers who are seriously concerned with under�stand�ing and monitoring the usage of the resources within the internet.

Architecture and Implementation

The previous discussion clearly suggests that one of the goals of the Internet architecture was to provide wide flexibility in the service offered. Different transport protocols could be used to provide different types of service, and different networks could be incorporated. Put another way, the architecture tried very hard not to constrain the range of service which the Internet could be engineered to provide. This, in turn, means that to understand the service which can be offered by a particular implementation of an Internet, one must look not to the architecture, but to the actual engineer�ing of the software within the particular hosts and gateways, and to the particular networks which have been incorporated. I will use the term "realization" to describe a particular set of networks, gateways and hosts which have been connected together in the context of the Internet architecture. Realizations can differ by orders of magnitude in the service which they offer. Realizations have been built out of 1200 bit per second phone lines, and out of networks only with speeds greater than 1 megabit per second. Clearly, the throughput expectations which one can have of these realizations differ by orders of magnitude. Similarly, some Internet realizations have delays measured in tens of milliseconds, where others have delays measured in seconds. Certain applications such as real time speech work fundamentally differently across these two realizations. Some Internets have been engineered so that there is great redundancy in the gateways and paths. These Internets are survivable, because resources exist which can be reconfigured after failure. Other Internet realizations, to reduce cost, have single points of connectivity through the realization, so that a failure may partition the Internet into two halves.

The Internet architecture tolerates this variety of realization by design. However, it leaves the designer of a particular realization with a great deal of engineering to do. One of the major struggles of this architectural development was to understand how to give guidance to the designer of a realization, guidance which would relate the engineering of the realization to the types of service which would result. For example, the designer must answer the following sort of question. What sort of bandwidths must be in the underlying networks, if the overall service is to deliver a throughput of a certain rate? Given a certain model of possible failures within this realization, what sorts of redundancy ought to be engineered into the realization?

Most of the known network design aids did not seem helpful in answering these sorts of questions. Protocol verifiers, for example, assist in confirming that protocols meet specifications. However, these tools almost never deal with performance issues, which are essential to the idea of the type of service. Instead, they deal with the much more restricted idea of logical correctness of the protocol with respect to specification. While tools to verify logical correctness are useful, both at the specification and implementation stage, they do not help with the severe problems that often arise related to performance. A typical implementation experience is that even after logical correctness has been demonstrated, design faults are discovered that may cause a performance degradation of an order of magnitude. Exploration of this problem has led to the conclusion that the difficulty usually arises, not in the protocol itself, but in the operating system on which the protocol runs. This being the case, it is difficult to address the problem within the context of the architectural specification. However, we still strongly feel the need to give the implementor guidance. We continue to struggle with this problem today.

The other class of design aid is the simulator, which takes a particular realization and explores the service which it can deliver under a variety of loadings. No one has yet attempted to construct a simulator which take into account the wide variability of the gateway implementation, the host implementation, and the network performance which one sees within possible Internet realizations. It is thus the case that the analysis of most Internet realizations is done on the back of an envelope. It is a comment on the goal structure of the Internet architecture that a back of the envelope analysis, if done by a sufficiently know�ledgeable person, is usually sufficient. The designer of a particular Internet realization is usually less concerned with obtaining the last five percent possible in line utilization than knowing whether the desired type of service can be achieved at all given the resources at hand at the moment.

The relationship between architecture and performance is an extremely challenging one. The designers of the Internet architecture felt very strongly that it was a serious mistake to attend only to logical correctness and ignore the issue of performance. However, they experienced great difficulty in formalizing any aspect of performance constraint within the architecture. These difficulties arose both because the goal of the architecture was not to constrain performance, but to permit variability, and secondly (and perhaps more fundamentally), because there seemed to be no useful formal tools for describing performance.

This problem was particularly aggravating because the goal of the Internet project was to produce specification documents which were to become military standards. It is a well known problem with government contracting that one cannot expect a contractor to meet any criteria which is not a part of the procurement standard. If the Internet is concerned about performance, therefore, it was mandatory that performance requirements be put into the procurement specification. It was trivial to invent specifications which constrained the perform�ance, for example to specify that the implementation must be capable of passing 1,000 packets a second. However, this sort of constraint could not be part of the architecture, and it was therefore up to the individual performing the procurement to recognize that these performance constraints must be added to the specifica�tion, and to specify them properly to achieve a realization which provides the required types of service. We do not have a good idea how to offer guidance in the architecture for the person performing this task.

Datagrams

The fundamental architectural feature of the Internet is the use of datagrams as the entity which is transported across the underlying networks. As this paper has suggested, there are several reasons why datagrams are important within the architecture. First, they eliminate the need for connection state within the intermediate switching nodes, which means that the Internet can be reconstituted after a failure without concern about state. Secondly, the datagram provides a basic building block out of which a variety of types of service can be implemented. In contrast to the virtual circuit, which usually implies a fixed type of service, the datagram provides a more elemental service which the endpoints can combine as appropriate to build the type of service needed. Third, the datagram represents the minimum network service assumption, which has permitted a wide variety of networks to be incorporated into various Internet realizations. The decision to use the datagram was an extremely successful one, which allowed the Internet to meet its most important goals very successfully.

There is a mistaken assumption often associated with datagrams, which is that the motivation for datagrams is the support of a higher level service which is essentially equivalent to the datagram. In other words, it has sometimes been suggested that the datagram is provided because the transport service which the application requires is a datagram service. In fact, this is seldom the case. While some applications in the Internet, such as simple queries of date servers or name servers, use an access method based on an unreliable datagram, most services within the Internet would like a more sophisticated transport model than simple datagram. Some services would like the reliability enhanced, some would like the delay smoothed and buffered, but almost all have some expectation more complex than a datagram. It is important to understand that the role of the datagram in this respect is as a building block, and not as a service in itself.

TCP

There were several interesting and controversial design decisions in the development of TCP, and TCP itself went through several major versions before it became a reasonably stable standard. Some of these design decisions, such as window management and the nature of the port address structure, are discussed in a series of implementation notes published as part of the TCP protocol handbook.�,� But again the motivation for the decision is sometimes lacking. In this section, I attempt to capture some of the early reasoning that went into parts of TCP. This section is of necessity incomplete; a complete review of the history of TCP itself would require another paper of this length.

The original ARPANET host-to host protocol provided flow control based on both bytes and packets. This seemed overly complex, and the designers of TCP felt that only one form of regulation would be sufficient. The choice was to regulate the delivery of bytes, rather than packets. Flow control and acknowledgment in TCP is thus based on byte number rather than packet number. Indeed, in TCP there is no significance to the packetization of the data.

This decision was motivated by several considerations, some of which became irrelevant and others of which were more important that anticipated. One reason to acknowledge bytes was to permit the insertion of control information into the sequence space of the bytes, so that control as well as data could be acknowledged. That use of the sequence space was dropped, in favor of ad hoc techniques for dealing with each control message. While the original idea has appealing generality, it caused complexity in practice.

A second reason for the byte stream was to permit the TCP packet to be broken up into smaller packets if necessary in order to fit through a net with a small packet size. But this function was moved to the IP layer when IP was split from TCP, and IP was forced to invent a different method of fragmentation.

A third reason for acknowledging bytes rather than packets was to permit a number of small packets to be gathered together into one larger packet in the sending host if retransmission of the data was necessary. It was not clear if this advantage would be important; it turned out to be critical. Systems such as UNIX which have a internal communication model based on single character interactions often send many packets with one byte of data in them. (One might argue from a network perspective that this behavior is silly, but it was a reality, and a necessity for interactive remote login.) It was often observed that such a host could produce a flood of packets with one byte of data, which would arrive much faster than a slow host could process them. The result is lost packets and retransmission.

If the retransmission was of the original packets, the same problem would repeat on every retransmission, with a performance impact so intolerable as to prevent operation. But since the bytes were gathered into one packet for retransmission, the retransmission occurred in a much more effective way which permitted practical operation.

On the other hand, the acknowledgment of bytes could be seen as creating this problem in the first place. If the basis of flow control had been packets rather than bytes, then this flood might never have occurred. Control at the packet level has the effect, however, of providing a severe limit on the throughput if small packets are sent. If the receiving host specifies a number of packets to receive, without any knowledge of the number of bytes in each, the actual amount of data received could vary by a factor of 1000, depending on whether the sending host puts one or one thousand bytes in each packet.

In retrospect, the correct design decision may have been that if TCP is to provide effective support of a variety of services, both packets and bytes must be regulated, as was done in the original ARPANET protocols.

Another design decision related to the byte stream was the End-Of-Letter flag, or EOL. This has now vanished from the protocol, replaced by the Push flag, or PSH. The original idea of EOL was to break the byte stream into records. It was implemented by putting data from separate records into separate packets, which was not compatible with the idea of combining packets on retransmission. So the semantics of EOL was changed to a weaker form, meaning only that the data up to this point in the stream was one or more complete application-level elements, which should occasion a flush of any internal buffering in TCP or the network. By saying "one or more" rather than "exactly one", it became possible to combine several together and preserve the goal of compacting data in reassembly. But the weaker semantics meant that various applications had to invent an ad hoc mechanism for delimiting records on top of the data stream.

In this evolution of EOL semantics, there was a little known intermediate form, which generated great debate. Depending on the buffering strategy of the host, the byte stream model of TCP can cause great problems in one improbable case. Consider a host in which the incoming data is put in a sequence of fixed size buffers. A buffer is returned to the user either when it is full, or an EOL is received. Now consider the case of the arrival of an out-of-order packet which is so far out of order to lie beyond the current buffer. Now further consider that after receiving this out-of-order packet, a packet with an EOL causes the current buffer to be returned to the user only partially full. This particular sequence of actions has the effect of causing the out of order data in the next buffer to be in the wrong place, because of the empty bytes in the buffer returned to the user. Coping with this generated book-keeping problems in the host which seemed unnecessary.

To cope with this it was proposed that the EOL should "use up" all the sequence space up to the next value which was zero mod the buffer size. In other words, it was proposed that EOL should be a tool for mapping the byte stream to the buffer management of the host. This idea was not well received at the time, as it seemed much too ad hoc, and only one host seemed to have this problem.� In retrospect, it may have been the correct idea to incorporate into TCP some means of relating the sequence space and the buffer management algorithm of the host. At the time, the designers simply lacked the insight to see how that might be done in a sufficiently general manner.

Conclusion

In the context of its priorities, the Internet architecture has been very successful. The protocols are widely used in the commercial and military environment, and have spawned a number of similar architectures. At the same time, its success has made clear that in certain situations, the priorities of the designers do not match the needs of the actual users. More attention to such things as accounting, resource management and operation of regions with separate administrations are needed.

While the datagram has served very well in solving the most important goals of the Internet, it has not served so well when we attempt to address some of the goals which were further down the priority list. For example, the goals of resource management and accountability have proved difficult to achieve in the context of datagrams. As the previous section discussed, most datagrams are a part of some sequence of packets from source to destination, rather than isolated units at the application level. However, the gateway cannot directly see the existence of this sequence, because it is forced to deal with each packet in isolation. Therefore, resource management decisions or accounting must be done on each packet separately. Imposing the datagram model on the internet layer has deprived that layer of an important source of information which it could use in achieving these goals.

This suggests that there may be a better building block than the datagram for the next generation of architecture. The general characteristic of this building block is that it would identify a sequence of packets traveling from the source to the destination, without assuming any particular type of service with that service. I have used the word "flow" to characterize this building block. It would be necessary for the gateways to have flow state in order to remember the nature of the flows which are passing through them, but the state information would not be critical in maintaining the desired type of service associated with the flow. Instead, that type of service would be enforced by the end points, which would periodically send messages to ensure that the proper type of service was being associated with the flow. In this way, the state information associated with the flow could be lost in a crash without permanent disruption of the service features being used. I call this concept "soft state," and it may very well permit us to achieve our primary goals of survivability and flexibility, while at the same time doing a better job of dealing with the issue of resource management and accountability. Exploration of alter�na�tive building blocks constitute one of the current directions for research within the DARPA Internet Program.
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�Abstract*

The Domain Name System (DNS) provides name service for the DARPA Internet. It is one of the largest name services in operation today, serves a highly diverse community of hosts, users, and net�works, and uses a unique combination of hierar�chies, caching, and datagram access.

This paper examines the ideas behind the initial de�sign of the DNS in 1983, discusses the evolution of these ideas into the current implementations and us�ages, notes conspicuous surprises, successes and shortcomings, and attempts to predict its future evo�lution.



1. Introduction

The genesis of the DNS was the observation, circa 1982, that the HOSTS.TXT system for publishing the mapping between host names and addresses was encountering or headed for problems. HOSTS.TXT is the name of a simple text file, which is centrally maintained on a host at the SRI Network Informa�tion Center (SRI�NIC) and distributed to all hosts in the Internet via direct and indirect file transfers.

The problems were that the file, and hence the costs of its distribution, were becoming too large, and that the centralized control of updating did not fit the trend toward more distributed management of the Internet.

Simple growth was one cause of these problems; an�other was the evolution of the community using HOSTS.TXT from the NCP�based original AR�PANET to the IP/TCP�based Internet. The re�search ARPANET’s role had changed from being a single network connecting large timesharing systems to being one of the several long�haul backbone net�works linking local networks which were in turn populated with workstations. The number of hosts changed from the number of timesharing systems (roughly organizations) to the number of worksta�tions (roughly users). This increase was directly re�flected in the size of HOSTS.TXT, the rate of change in HOSTS.TXT, and the number of transfers of the file, leading to a much larger than linear in�crease in total resource use for distributing the file. Since organizations were being forced into manage�ment of local network addresses, gateways, etc., by the technology anyway, it was quite logical to want to partition the database and allow local control of local name and address spaces. A distributed naming sys�tem seemed in order.

Existing distributed naming systems included the DARPA Internet’s IEN116 [IEN 116] and the XEROX Grapevine [Birrell 82] and Clearinghouse systems [Oppen 83]. The IEN116 services seemed excessively limited and host specific, and IEN116 did not provide much benefit to justify the costs of renovation. The XEROX system was then, and may still be, the most sophisticated name service in exis�tence, but it was not clear that its heavy use of repli�cation, light use of caching, and fixed number of hi�erarchy levels were appropriate for the heterogene�ous and often chaotic style of the DARPA Internet. Importing the XEROX design would also have meant importing supporting elements of its protocol architecture. For these reasons, a new design was begun.



The initial design of the DNS was specified in [RFC 882, RFC 883]. The outward appearance is a hierarchical name space with typed data at the nodes. Control of the database is also delegated in a hierarchical fashion. The intent was that the data types be extensible, with the addition of new data types continuing indefinitely as new applications were added. Although the system has been modified and refined in several areas [RFC 973, RFC 974], the current specifications [RFC 1034, RFC 1035] and usage are quite similar to the original definitions.

Drawing an exact line between experimental use and production status is difficult, but 1985 saw some hosts use the DNS as their sole means of accessing naming information. While the DNS has not replaced the HOSTS.TXT mechanism in many older hosts, it is the standard mechanism for hosts, particularly those based on Berkeley UNIX, that track progress in network and operating system design.



2. DNS Design

The base design assumptions for the DNS were that it must:

provide at least all of the same information as HOSTS.TXT.

Allow the database to be maintained in a distributed manner.

Have no obvious size limits for names, name components, data associated with a name, etc.

Interoperate across the DARPA Internet and in as many other environments as possible.

Provide tolerable performance.

Derivative constraints included the following:

The cost of implementing the system could only be justified if it provided extensible services. In particular, the system should be independent of network topology, and capable of encapsulating other name spaces.

In order to be universally acceptable, the system should avoid trying to force a single OS, architecture, or organizational style onto its users. This idea applied all the way from concerns about case sensitivity to the idea that the system should be useful for both large timeshared hosts and isolated PCs. In general, we wanted to avoid any constraints on the system due to outside influences and permit as many different implementation structures as possible.



The HOSTS.TXT emulation requirement was not particularly severe, but it did cause an early examination of schemes for storing data other than name-to�address mappings. A hierarchical name space seemed the obvious and minimal solution for the distribution and size requirements. The interoperability and performance constraints implied that the system would have to allow database infor�ma�tion to be buffered between the client and the source of the data, since access to the source might not be possible or timely.

The initial DNS design assumed the necessity of striking a balance between a very lean service and a completely general distributed database. A lean service was desirable because it would result in more implementation efforts and early availability. A general design would amortize the cost of introduction across more applications, provide greater functionality, and increase the number of environments in which the DNS would eventually be used. The “leanness” criterion led to a conscious decision to omit many of the functions one might expect in a state�of�the�art database. In particular, dynamic update of the database with the related atomicity, voting, and backup considerations was omitted. The intent was to add these eventually, but it was believed that a system that included these features would be viewed as too complex to be accepted by the community.



2.1 The architecture

The active components of the DNS are of two major types: name servers and resolvers. Name servers are repositories of information, and answer queries using whatever information they possess. Resolvers interface to client programs, and embody the algorithms necessary to find a name server that has the information sought by the client.

These functions may be combined or separated to suit the needs of the environment. In many cases, it is useful to centralize the resolver function in one or more special name servers for an organization. This structure shares the use of cached information, and also allows less capable hosts, such as PCs, to rely on the resolving services of special servers without needing a resolver in the PC.



2.2 The name space

The DNS internal name space is a variable�depth tree where each node in the tree has an associated label. The domain name of a node is the concatenation of all labels on the path from the node to the root of the tree. Labels are variable-length strings of octets, and each octet in a label can be any 8�bit value. The zero length label is reserved for the root. Name space searching operations (for operations defined at present) are done in a case�insensitive manner (assuming ASCII). Thus the labels “Paul”, “paul”, and “PAUL”, would match each other. This matching rule effectively prohibits the creation of brother nodes with labels having equivalent spelling but different case. The rational for this system is that it allows the sources of information to specify its canonical case, but frees users from having to deal with case. Labels are limited to 63 octets and names are restricted to 256 octets total as an aid to implementation, but this limit could be easily changed if the need arose.

The DNS specification avoids defining a standard printing rule for the internal name format in order to encourage DNS use to encode existing structured names. Configuration files in the domain system represent names as character strings separated by dots, but applications are free to do otherwise. For example, host names use the internal DNS rules, so VENERA.ISI.EDU is a name with four labels (the null name of the root is usually omitted). Mailbox names, stated as USER@DOMAIN (or more generally as local-�part@organization) encode the text to the left of the “@” in a single label (perhaps including “.”) and use the dot�-delimiting DNS configuration file rule for the part following the @. Similar encodings could be developed for file names, etc.

The DNS also decouples the structure of the tree from any implicit semantics. This is not done to keep names free of all implicit semantics, but to leave the choices for these implicit semantics wide open for the application. Thus the name of a host might have more or fewer labels than the name of a user, and the tree is not organized by network or other grouping. Particular sections of the name space have very strong implicit semantics associated with a name, particularly when the DNS encapsulates an existing name space or is used to provide inverse mappings (e.g. IN�-ADDR.ARPA, the IP addresses to host name section of the domain space), but the default assumption is that the only way to tell definitely what a name represents is to look at the data associated with the name.

The recommended name space structure for hosts, users, and other typical applications is one that mirrors the structure of the organization controlling the local domain. This is convenient since the DNS features for distributing control of the database is most efficient when it parallels the tree structure. An administrative decision [RFC 920] was made to make the top levels correspond to country codes or broad organization types (for example EDU for educational, MIL for military, UK for Great Britain).



2.3 Data attached to names

Since the DNS should not constrain the data that applications can attach to a name, it can’t fix the data’s format completely. Yet the DNS did need to specify some primitives for data structuring so that replies to queries could be limited to relevant information, and so the DNS could use its own services to keep track of servers, server addresses, etc. Data for each name in the DNS is organized as a set of resource records (RRs); each RR carries a well�-known type and class field, followed by applications data. Multiple values of the same type are represented as separate RRs.

Types are meant to represent abstract resources or functions, for example, host addresses and mailboxes. About 15 are currently defined. The class field is meant to divide the database orthogonally from type, and specifies the protocol family or instance. The DARPA Internet has a class, and we imagined that classes might be allocated to CHAOS, ISO, XNS or similar protocol families. We also hoped to try setting up function�specific classes that would be independent of protocol (e.g. a universal mail registry). Three classes are allocated at present: DARPA Internet, CHAOS, and Hessiod.

The decision to use multiple RRs of a single type rather than including multiple values in a single RR differed from that used in the XEROX system, and was not a clear choice. The space efficiency of the single RR with multiple values was attractive, but the multiple RR option cut down the maximum RR size. This appeared to promise simpler dynamic update protocols, and also seemed suited to use in a limited�size datagram environment (i.e. a response could carry only those items that fit in a maximum size packet without regard to partial RR transport).



2.4 Database distribution

The DNS provides two major mechanisms for transferring data from its ultimate source to ultimate destination: zones and caching. Zones are sections of the system�wide database which are controlled by a specific organization. The organization controlling a zone is responsible for distributing current copies of the zones to multiple servers which make the zones available to clients throughout the Internet. Zone transfers are typically initiated by changes to the data in the zone. Caching is a mechanism whereby data acquired in response to a client’s request can be locally stored against future requests by the same or other client.

Note that the intent is that both of these mechanisms be invisible to the user who should see a single database without obvious boundaries.



Zones

A zone is a complete description of a contiguous section of the total tree name space, together with some “pointer” information to other contiguous zones. Since zone divisions can be made between any two connected nodes in the total name space, a zone could be a single node or the whole tree, but is typically a simple subtree.

From an organization’s point of view, it gets control of a zone of the name space by persuading a parent organization to delegate a subzone consisting of a single node. The parent organization does this by inserting RRs in its zone which mark a zone division. The new zone can then be grown to arbitrary size and further delegated without involving the parent, although the parent always retains control of the initial delegation. For example, the ISI.EDU zone was created by persuading the owner of the EDU domain to mark a zone boundary between EDU and ISI.EDU.

The responsibilities of the organization include the maintenance of the zone’s data and providing redundant servers for the zone. The typical zone is maintained in a text form called a master file by some system administrator and loaded into one master server. The redundant servers are either manually reloaded, or use an automatic zone refresh algorithm which is part of the DNS protocol. The refresh algorithm queries a serial number in the master’s zone data, then copies the zone only if the serial number has increased. Zone transfers require TCP for reliability.

A particular name server can support any number of zones which may or may not be contiguous. The name server for a zone need not be part of that zone. This scheme allows almost arbitrary distribution, but is most efficient when the database is distributed in parallel with the name hierarchy. When a server answers from zone data, as opposed to cached data, it marks the answer as being authoritative.

A goal behind this scheme is that an organization should be able to have a domain, even if it lacks the communication or host resources for supporting the domain’s name service. One method is that organizations with resources for a single server can form buddy systems with another organization of similar means. This can be especially desirable to clients when the organizations are far apart (in network terms), since it makes the data available from separated sites. Another way is that servers agree to provide name service for large communities such as CSNET and UUCP, and receive master files via mail or FTP from their subscribers.



Caching

In addition to the planned distribution of data via zone transfers, the DNS resolvers and combined name server/resolver programs also cache responses for use by later queries. The mechanism for controlling caching is a time-�to�live (TTL) field attached to each RR. This field, in units of seconds, represents the length of time that the response can be reused. A zero TTL suppresses caching. The administrator defines TTL values for each RR as part of the zone definition; a low TTL is desirable in that it minimizes periods of transient inconsistency, while a high TTL minimizes traffic and allows caching to mask periods of server unavailability due to network or host problems. Software components are required to behave as if they continuously decremented TTLs of data in caches. The recommended TTL value for host names is two days.

Our intent is that cached answers be as good as answers from an authoritative server, excepting changes made within the TTL period. However, all components of the DNS prefer authoritative information to cached information when both are available locally.



3. Current Implementation Status

The DNS is in use throughout the DARPA Internet. [RFC 1031] catalogs a dozen implementations or ports, ranging from the ubiquitous support provided as part of Berkeley UNIX, through implementations for IBM�PCs, Macintoshes, LISP machines, and fuzzballs [Mills 88]. Although the HOSTS.TXT mechanism is still used by older hosts, the DNS is the recommended mechanism. Hosts available through HOSTS.TXT form an ever�-dwindling subset of all hosts; a recent measurement [Stahl 87] showed approximately 5,500 host names in the present HOSTS.TXT, while over 20,000 host names were available via the DNS.

The current domain name space is partitioned into roughly 30 top level domains. Although a top level domain is reserved for each country (approximately 25 in use, e.g. US, UK), the majority of hosts and subdomains are named under six top level domains named for organization types (e.g. educational is EDU, commercial is COM). Some hosts claim multiple names in different domains, though usually one name is primary and others are aliases. The SRI-NIC manages the zones for all of the non�country, top-level domains, and delegates lower domains to individual universities, companies, and other organizations who wish to manage their own name space.

The delegation of subdomains by the SRI�NIC has grown steadily. In February of 1987, roughly 300 domains were delegated. As of March 1988, over 650 domains are delegated. Approximately 400 represent normal name spaces controlled by organizations other than the SRI�NIC, while 250 of these delegated domains represent network address spaces (i.e. parts of IN�ADDR.ARPA) no longer controlled by the NIC.

Two good examples of contemporary DNS use are the so called “root servers” which are the redundant name servers that support the top levels of the domain name space, and the Berkeley subdomain, which is one of the domains delegated by the SRI-NIC in the EDU domain.



3.1 Root servers

The basic search algorithm for the DNS allows a resolver to search “downward” from domains that it can access already. Resolvers are typically configured with “hints” pointing at servers for the root node and the top of the local domain. Thus if a resolver can access any root server it can access all of the domain space, and if the resolver is in a network partitioned from the rest of the Internet, it can at least access local names.

Although a resolver accesses root servers less as the resolver builds up cached information about servers for lower domains, the availability of root servers is an important robustness issue, and root server activity monitoring provides insights into DNS usage.

Since access to the root and other top level zones is so important, the root domain, together with other top�level domains managed by the SRI�NIC, is supported by seven redundant name servers. These root servers are scattered across the major long haul backbone networks of the Internet, and are also redundant in that three are TOPS�20 systems running JEEVES and four are UNIX systems running BIND.

The typical traffic at each root server is on the order of a query per second, with correspondingly higher rates when other root servers are down or otherwise unavailable. While the broad trend in query rate has generally been upward, day-to�day and month�to-month comparisons of load are driven more by changes in implementation algorithms and timeout tuning than growth in client population. For example, one bad release of popular domain software drove averages to over five times the normal load for extended periods. At present, we estimate that 50% of all root server traffic could be eliminated by improvements in various resolver implementations to use less aggressive retransmission and better caching.

The number of clients which access root servers can be estimated based on measurement tools on the TOPS�20 version. These root servers keep track of the first 200 clients after root server initialization, and the first 200 clients typically account for 90% or more of all queries at any single server. Coordinated measurements at the three TOPS�20 root servers typically show approximately 350 distinct clients in the 600 entries. The number of clients is falling as more organizations adopt strategies that concentrate queries and caching for accesses outside of the local organization.

The clients appear to use static priorities for selecting which root server to use, and failure of a particular root server results in an immediate increase in traffic at other servers. The vast majority of queries are four types: all information (25 to 40%), host name to address mappings (30–40%), address to host mappings (10 to 15%), and new style mail information called MX (less than 10%). Again, these numbers vary widely as new software distributions spread. The root servers refer 10–15% of all queries to servers for lower level domains.



3.2 Berkeley

UNIX support for the DNS was provided by the University of California, Berkeley, partially as research in distributed systems, and partially out of necessity due to growth in the campus network [Dunlap 86a, Dunlap 86b]. The result is the Berkeley Internet Name Domain (BIND) server. Berkeley serves as an example of a large delegated domain, though it is certainly more sophisticated and has more experience than most.

With BIND, Berkeley became the first organization on the DARPA Internet to bring up machines with all their network applications solely dependent on DNS for doing network host and address resolution. Berkeley started to install machines on campus dependent on the name server in the spring of 1985. In the fall of 1985, the two mail gateways to the DARPA Internet were converted to depend on the DNS, this meant the entire campus had to adopt domain�style mail addresses.

Educating even the sophisticated Berkeley user community on the new form of addressing turned out to be a major task. The single biggest objection from the user community was due to mail addresses which became obsolete, closely followed by the initial lack of shorthands and search rules in the initial implementation.

While the DNS transition was painful, the need was clear, as shown in the following table which gives the number of hosts, subnets, and finally subdomains in use at Berkeley over the last three years. For example, from January 1986 to February 1987, Berkeley added 735 hosts in 250 working days, an average of three new hosts each working day.



Date	Hosts	Subnets	Subdomains



January 1986	267	14

February 1987	1002	44

March 1988	1991	86	5



Note that Berkeley has recently divided its domain into multiple zones for admin�istrative convenience.



4. Surprises

Operation of the DNS has revealed several issues that came as surprises to the developers, but on reflection seem quite unsurprising.



4.1 Refinement of semantics

The main role of the DNS is to act as a repository for information, and the initial assumption was that the form and content of that information was well�understood. This turned out to be a bad assumption. Even existing common concepts such as IP host addresses were sources of problems; we knew that we would have to support multiple addresses for a single host, but we were drawn into long discus�sions of whether the addresses attached to a host name should be ordered, and if so, by what metric.



4.2 Performance

The performance of the underlying network was much worse than the original design expected. Growth in the number of networks overtaxed gateway mechanisms for keeping track of connectivity, leading to lost paths and unidirectional paths. At the same time, growth in load plus the addition of many lower speed links led to longer delays. These problems were manifest at the root servers, where logs reveal many instances of repeated copies of the same query from the same source. Even though the TOPS�20 root servers take less than 100 milliseconds to process the vast majority of queries, clients typically see response times of 500 milliseconds to 5 seconds, even for the closest root server, depending on their location in the Internet. The situation for queries to the delegated domains is often much worse, both because of network troubles, and because the name servers for these domains are often on heavily loaded hosts on less�central networks. Queries from the ARPANET to delegated domains typically take 3 to 10 seconds during prime time, with 30 to 60 second times as occasional worst cases. It is interesting to note that these times to access a remote name server are similar to those seen for the XEROX homogeneous name service [Larson 85].

A related surprise was the difficulty in making reasonable measurements of DNS performance. We had planned to measure the performance of DNS components in order to estimate costs for future enhancement and growth, and to guide tuning of existing retransmission intervals, but the measurements were often swamped by unrelated effects due to gateway changes, new DNS software releases, and the like. Many of the servers perform better as their load increases due to fewer page faults, but this is clearly not a stable situation over the long term, leading to concerns about behavior should network performance improve and be able to deliver higher loads to the servers.

The performance of lookups for queries that did not need network access was a pleasant surprise. We were replacing a fairly simple host table lookup with a more complicated database, so even if cache access worked very well, we might slow existing applications down a great deal. However, the new mechanisms are typically as good or better than the old, regardless of implementation. The reason for this is that the old mechanisms were created for a much smaller database and were not adjusted as the size of database grew explosively, while the new software was based on the assumption of a very large database.



4.3 Negative caching

The DNS provides two negative responses to queries. One says that the name in question does not exist, while the other says that while the name in question exists, the requested data does not. The first might be expected if a name were misspelled, while the second might result if a query asked for the host type of a mailbox or the mailing list members of a host. These responses were expected to be rare.

Initial monitoring of root server activity showed a very high percentage (20 to 60%) of these responses. Logs revealed that many of these queries were generated by programs using old�style host names, or names from other mail internets (e.g. UUCP). In the latter case, mailers would often use a call to the name to address conversion routines to test whether an address was valid in the DARPA Internet, even though this might be easily determined by other means. Since few UUCP mail addresses are valid domain names, this resulted in a negative response from a root server, coupled with a delay for the non-local query.

We expected that the negative responses would decrease, and perhaps vanish, as hosts converted their names to domain-�name format and as we asked mail software maintainers to modify their programs. Even though these steps were taken, negative responses stayed in the 10–50% range, with a typical percentage of 25%.

The reason is that the corrective measures were offset by the spread of programs which provided shorthand names through a search list mechanism. The search lists produce a steady stream of bad names as they try alternatives; a mistyped name may now lead to several name errors rather than one. Our conclusion is that any naming system that relies on caching for performance may need caching for negative results as well. Such a mechanism has been added to the DNS as an optional feature, with impressive performance gains in cases where it is supported in both the involved name servers and resolvers. This feature will probably become standard in the future.



5. Successes



5.1 Variable depth hierarchy

The variable�depth hierarchy is used a great deal and was the right choice for several reasons:

The spread of workstation and local network technology meant that organizations participating in the Internet were finding a need to organize within themselves.

The organizations were of vastly different size, and hence needed different numbers of organizational levels. For example, both large international companies and small startups are registered in the domain system.

The variable depth hierarchy makes it possible to encapsulate any fixed level or variable level system. For example, the UK’s own name service (NRS) and the DNS mutually encapsulate each other’s name space. This scheme may also be used in the future to interoperate with the directory service under development by the ISO and CCITT.

Many networks that do not use the DNS protocols and datatypes have standardized on the DNS hierarchical name syntax for mail addressing [Quarterman 86].



5.2 Organizational structuring of names

While the particular top�level organizational structure used by the current DNS is quite controversial, the principle that names are independent of network, topology, etc. is quite popular. The future structure of the top levels is likely to continue to be a subject of debate. Most proposals generate a roughly equivalent amount of support and condemnation. In the authors’ opinion, the only real possibility for wholesale change is a political decision to change the structure of the domain name space to resemble the name space proposed for the ISO/CCITT directory service. This is not a technical issue as the DNS is flexible enough to accommodate almost any political choice.



5.3 Datagram access

The use of datagrams as the preferred method for accessing name servers was successful and probably was essential, given the unexpectedly bad performance of the DARPA Internet. The restriction to approximately 512 bytes of data turns out not to be a problem, performance is much better than that achieved by TCP circuits, and OS resources are not tied up.

The only obvious drawback to datagram access is the need to develop and refine retransmission strategies that are already quite well developed for TCP. Much unnecessary traffic is generated by resolvers that were developed to the point of working, but whose authors lost interest before tuning, or by systems that imported well known versions of code but do not track tuning updates.



5.4 Additional section processing

When a name server answers a query, in addition to whatever information it uses to answer the question, it is free to include in the response any other information it sees fit, as long as the data fits in a single datagram. The idea was to allow the responding server to anticipate the next logical request and answer it before it was asked without significant added communication cost. For example, whenever the root servers pass back the name of a host, they include its address (if available), on the assumption that the host address is needed to use other information. Experiments show that this feature cuts query traffic in half.



5.5 Caching

The caching discipline of the DNS works well, and given the unexpectedly bad performance of the Internet, was essential to the success of the system.

The only problems with caching relate to databases and query strategies that make it less reliable or useful. For example, RRs of the same type at a particular node should have the same TTL so that they will time out simultaneously, but administrators sometimes assign TTLs in the mistaken idea that they are assigning some sort of priority. Administrators also are very fond of picking short TTLs so that their changes take effect rapidly, even if changes are very rare and do not need the timeliness.

A related concern is the security and reliability problems caused by indiscriminate caching. Several existing resolvers cache all information in responses without regard to its reasonableness. This has resulted in numerous instances where bad information has circulated and caused problems. Similar difficulties were encountered when one administrator reversed the TTL and data values, resulting in the distribution of bad data with a TTL of several years. While various measures have reduced the vulnerability to error, the security of the present system does depend on the integrity of the network addressing mechanism, and this is questionable in an era of local networks and PCs.



5.6 Mail address cooperation

Agreement between representatives of the CSNET, BITNET, UUCP, and DARPA Internet communities led to an agreement to use organizationally structured domain names for mail addressing and routing. While the transition from the messy multiply�encoded mail addresses of the past is far from complete, the possibility of cleaning up mail addresses has been clearly demonstrated.



6. Shortcomings



6.1 Type and class growth

When the draft DNS specifications were made available in 1983, the one nearly unanimous criticism was that the type and class data specifiers, which were 8 bits in the draft, should be expanded to 16, or even 32 bits, to allow for new definitions. Over the first five years of DNS use, two new types have been adopted, two types have been dropped, and two new classes have been allocated. Clearly, either the demand for new types and classes was completely misunderstood, or the current DNS makes new definitions too difficult.

While one problem is that almost all existing software regards types and classes as compile�time constants, and hence requires recompilation to deal with changes, a less tractable problem is that new data types and classes are useless until their semantics are carefully designed and published, applications created to use them, and a consensus is reached to use the new system across the Internet. This means that new types face a series of technical and political hurdles.

A methodology or guidelines to aid in the design of new types of information is needed. This is more complicated than just listing the values of interest for an application, since it often involves the design of special name space sections, TTL selections to produce acceptable performance and semantics, and decisions whether to produce a desired binding through one lookup or a sequence of smaller bindings. The single lookup method often seems overwhelmingly attractive to a particular application designer despite the fact that it may overlap or conflict with another application’s data. Another factor is that members of the Internet have different views on the proper assumptions or approach for a particular problem.

Mail is an example. After much debate, the MX data type and system [RFC 974] defined a standard method for routing mail, based on the DOMAIN part or a LOCAL-PART@DOMAIN mail address. MX represented a simple addition to the DNS itself, but required changes to all mail servers, and its benefits required a “critical mass” of mailers. Numerous suggestions have been made to extend the DNS to provide mail destination registry down to the individual user level, and the basics of such a service are within our understanding, but consensus for a single plan remains elusive. Part of the constituency demands that user level mail binding be an option on top of MX, while others advocate a fresh start, with lots of features for mail forwarding, list maintenance, etc. The best choice seems to be one in which agent binding is always a choice, but that a mailer which chooses to map to the mailbox level can do so if the mailbox data is also available.



6.2 Easy upgrading of applications

Converting network applications to use the DNS is not a simple task. It would be ideal if all the applications converting from HOSTS.TXT could be recompiled to use the DNS and have everything work, but this is rarely the case.

Part of the problem is transient failure. A distributed naming system, by its very nature, has periods that it can not access particular information. Applications must handle this condition appropriately. Mailers looking up mail destinations should not discard mail due to these transient failures, and can not afford to wait indefinitely. Even if such failures are anticipated to be quite rare once the DNS stabilizes, we face a chicken�and�egg problem in converting mailers to use the new software.

Another part of the problem is that access to the naming system needs to be integrated into the operating system to a much greater degree than providing system call to the resolver. Users need to be able to access these services at the shell level and specify search lists and defaults in a manner consistent with other system operations.



6.3 Distribution of control vs. distribution of expertise or responsibility

Distributing authority for a database does not distribute a corresponding amount of expertise. Maintainers fix things until they work, rather than until they work well, and want to use, not understand, the systems they are provided. Systems designers should anticipate this, and try to compensate by technical means. The DNS furnishes several examples of this principle:

The initial policy was that we would delegate a domain to any organization which filled out a form listing its redundant servers and other essentials. Instead we should have required that the organization demonstrate redundant servers with real data in them before we delegated the domain, and probably should have insisted that they be on different networks, rather than trusting assurances that the servers did not represent a single point of failure.

The documentation for the system used examples which were easily explained in the narration. Sample TTL values which mapped to an hour were always copied; text that said the values should be a few days was ignored. Documentation should always be written with the assumption that only the examples are read.

Debugging of the system was hampered by questions about software versions and parameters. These values should be accessible via the protocol.



7. Conclusions

Just as the classification of many of the previous issues into “successes”, “surprises”, and “shortcomings” is open to debate based on the perspective of the reader, so too is the question “Was the DNS a good idea?”

Modifications to the HOSTS.TXT scheme could have postponed the need for a new system, and reduced the quantitative arguments for the DNS. The DNS has probably not yet reduced the community-wide administrative, communication, or support load. However, the need to distribute functionality was, we believe, inexorable. This need, together with the new functionality and opportunities for future services must be the key criteria for judgment. From the authors’ perspective, they justify the DNS.

There are a lot of choices we might make differently if we were starting over, but the main pieces of advice which would have been valuable when we were starting are:

Caching can work in a heterogeneous environment, but should include features for caching negative responses as well.

It is often more difficult to remove functions from systems than it is to get a new function added. All of a community would not convert to a new service; instead some will stay with the old, some will convert to the new, and some will support both. This has the unfortunate effect of making all functions more complex as new features are added.

The most capable implementors lose interest once a new system delivers the level of performance they expect; they are not easily motivated to optimize their use of others’ resources or provide easily used guidelines for the administrators that use the systems. Distributed software should include a version number and table of parameters which can be interrogated. If possible, systems should include technical means for transferring tuning parameters, or at least defaults, to all installations without requiring the attention of system maintainers.

Allowing variations in the implementation structure used to provide service is a great idea; allowing variation in the provided service causes problems.



8. Directions for future work

Although the DNS is in production use and hence difficult to change, other research in naming systems, particularly the emerging ISO X.500 directory services, may provide the impetus for additions:

Support for X.500 style addresses for mail, etc. could be constructed as a layer on top of the DNS, albeit without the sophisticated protection, update, and structuring rules of X.500. Use of the data description techniques from the ISO standards might provide a better mechanism for adding data types than the present data structuring rules, while the proven DNS infrastructure could speed prototyping of ISO applications.

The value of a ubiquitous name service and consistent name space at all levels of the protocol suite and operating system seems obvious, but it is equally obvious that tradeoffs between performance, generality, and distribution require at least different styles of use at different levels. For example, a system suitable for managing file names on a local disk would be substantially different from a system for maintaining an internet wide mailing list. The challenge here is to develop an approach which, at least conceptually, structures the total task into layers or some other coherent organization.

Research in naming systems has typically resulted in proposals for systems which could replace or encapsulate all other systems, or systems which allow translations between separate name spaces, data formats, etc. Both approaches have advantages and drawbacks. The present DNS and efforts to unify its name space without special domains for specific networks, etc. place the DNS in the first category. However, its success is universal enough to be encouraging while not enough to solve the user’s difficulty with obscure encodings from other systems. Technical and/or political solutions to the growing complexity of naming will be a growing need.
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We discuss gateway queueing algorithms and their role in controlling congestion in datagram networks. A fair queueing algorithm, based on an earlier suggestion by Nagle, is proposed. Analysis and simulations are used to compare this algorithm to other congestion control schemes. We find that fair queueing provides several important advantages over the usual first-come-first-serve queueing algorithm: fair allocation of band�width, lower delay for sources using less than their full share of bandwidth, and protection from ill-behaved sources.

1.	Introduction

Datagram networks have long suffered from performance degradation in the presence of congestion [Ger80]. The rapid growth, in both use and size, of computer networks has sparked a renewed interest in methods of congestion control [DEC87abcd, Jac88a, Man89, Nag87]. These methods have two points of implementation. The first is at the source, where flow control algorithms vary the rate at which the source sends packets. Of course, flow control algorithms are designed primarily to ensure the presence of free buffers at the destination host, but we are more concerned with their role in limiting the overall network traffic. The second point of implementation is at the gateway. Congestion can be controlled at gateways through routing and queueing algorithms. Adaptive routing, if properly implemented, lessens congestion by routing packets away from network bottlenecks. Queueing algorithms, which control the order in which packets are sent and the usage of the gateway’s buffer space, do not affect congestion directly, in that they do not change the total traffic on the gateway’s outgoing line. Queueing algorithms do, however, determine the way in which packets from different sources interact with each other which, in turn, affects the collective behavior of flow control algorithms. We shall argue that this effect, which is often ignored, makes queueing algorithms a crucial component in effective congestion control.

Queueing algorithms can be thought of as allocating three nearly independent quantities: bandwidth which packets get transmitted), promptness (when do those packets get transmitted), and buffer space (which packets are discarded by the gateway). Currently, the most common queueing algorithm is first-come-first-serve (FCFS). FCFS queueing essentially relegates all congestion control to the sources, since the order of arrival completely determines the bandwidth, prompt�ness, and buffer space allocations. Thus, FCFS inextricably intertwines these three allocation issues. There may indeed be flow control algorithms that, when universally implemented throughout a network with FCFS gateways, can overcome these limitations and provide reasonably fair and efficient congestion control. This point is discussed more fully in Sections 3 and 4, where several flow control algorithms are compared. However, with today’s diverse and decentralized computing environments, it is unrealistic to expect universal implementation of any given flow control algorithm. This is not merely a question of standards, but also one of compliance. Even if a universal standard such as ISO [ISO86] were adopted, malfunctioning hardware and software could violate the standard, and there is always the possibility that individuals would alter the algorithms on their own machine to improve their performance at the expense of others. Consequently, congestion control algorithms should function well even in the presence of ill-behaved sources. Unfortunately, no matter what flow control algorithm is used by the well-behaved sources, networks with FCFS gateways do not have this property. A single source, sending packets to a gateway at a sufficiently high speed, can capture an arbitrarily high fraction of the bandwidth of the outgoing line. Thus, FCFS queueing is not adequate; more discrimin�ating queueing algorithms must be used in conjunction with source flow control algorithms to control conges�tion effectively in noncooperative environments. 

Following a similar line of reasoning, Nagle [Nag87, Nag85] proposed a fair queueing (FQ) algorithm in which gateways maintain separate queues for packets from each individual source. The queues are serviced in a round-robin manner. This prevents a source from arbitrarily increasing its share of the bandwidth or the delay of other sources. In fact, when a source sends packets too quickly, it merely increases the length of its own queue. Nagle’s algorithm, by changing the way packets from different sources interact, does not reward, nor leave others vulnerable to, anti-social behavior. On the surface, this proposal appears to have considerable merit, but we are not aware of any publish�ed data on the performance of datagram net�works with such fair queueing gateways. In this paper, we will first describe a modification of Nagle’s algorithm, and then provide simulation data comparing networks with FQ gateways and those with FCFS gateways.

The three different components of congestion control algorithms introduced above, source flow control, gateway routing, and gateway queueing algorithms, interact in interesting and complicated ways. It is impossible to assess the effectiveness of any algorithm without reference to the other components of conges�tion control in operation. We will evaluate our propos�ed queueing algorithm in the context of static routing and several widely used flow control algorithms. The aim is to find a queueing algorithm that functions well in current computing environments. The algorithm might, indeed it should, enable new and improved routing and flow control algorithms, but it must not require them. 

We had three goals in writing this paper. The first was to describe a new fair queueing algorithm. In Section 2.1, we discuss the design requirements for an effective queueing algorithm and outline how Nagle’s original proposal fails to meet them. In Section 2.2, we propose a new fair queueing algorithm which meets these design requirements. The second goal was to provide some rigorous understanding of the performance of this algorithm; this is done in Section 2.3, where we present a delay-throughput curve given by our fair queueing algorithm for a specific configuration of sources. The third goal was to evaluate this new queue�ing proposal in the context of real networks. To this end, we discuss flow control algorithms in Section 3, and then, in Section 4, we present simulation data comparing several combinations of flow control and queueing algorithms on six benchmark networks. Section 5 contains an overview of our results, a discus�sion of other proposed queueing algorithms, and an analysis of some criticisms of fair queueing. 

In circuit switched networks where there is explicit buffer reservation and uniform packet sizes, it has been established that round robin service disciplines allocate bandwidth fairly [Hah86, Kat87]. Recently Morgan [Mor89] has examined the role such queueing algorithms play in controlling congestion in circuit switched networks; while his application context is quite different from ours, his conclusions are qualitatively similar. In other related work, the DATAKIT™ queueing algorithm combines round robin service and FIFO priority service, and has been analyzed extensively [Lo87, Fra84]. Also, Luan and Lucantoni present a different form of bandwidth management policy for circuit switched networks [Lua88].

Since the completion of this work, we have learned of a similar Virtual Clock algorithm for gateway resource allocation proposed by Zhang [Zha89]. Furthermore, Heybey and Davin [Hey89] have simulated a simplified version of our fair queueing algorithm.

2.	Fair Queueing

2.1. Motivation What are the requirements for a queueing algorithm that will allow source flow control algorithms to provide adequate congestion control even in the presence of ill-behaved sources? We start with Nagle’s observation that such queueing algorithms must provide protection, so that ill-behaved sources can only have a limited negative impact on well behaved sources. Allocating bandwidth and buffer space in a fair manner, to be defined later, auto�matic�ally ensures that ill-behaved sources can get no more than their fair share. This led us to adopt, as our central design consideration, the requirement that the queueing algorithm allocate bandwidth and buffer space fairly. Ability to control the promptness, or delay, allocation somewhat independ�ently of the bandwidth and buffer allocation is also desirable. Finally, we require that the gateway should provide service that, at least on average, does not depend discontinuously on a packet’s time of arrival (this continuity condition will become clearer in Section 2.2). This requirement attempts to prevent the efficien�cy of source implementations from being overly sensitive to timing details (timers are the Bermuda Triangle of flow control algorithms). Nagle’s proposal does not satisfy these requirements. The most obvious flaw is its lack of consideration of packet lengths. A source using long packets gets more bandwidth than one using short packets, so bandwidth is not allocated fairly. Also, the proposal has no explicit promptness allocation other than that provided by the round-robin service discipline. In addition, the static round robin ordering violates the continuity requirement. In the following section we attempt to correct these defects.

In stating our requirements for queueing algorithms, we have left the term fair undefined. The term fair has a clear colloquial meaning, but it also has a technical definition (actually several, but only one is considered here). Consider, for example, the allocation of a single resource among N users. Assume there is an amount (total of this resource and that each of the users re�quests an amount (i and, under a particular allocation, receives an amount (i. What is a fair allocation? The max-min fairness criterion [Hah86, Gaf84, DEC87d] states that an allocation is fair if (1) no user receives more than its request, (2) no other allocation scheme satisfying condition 1 has a higher minimum alloca�tion, and (3) condition 2 remains recursively true as we remove the minimal user and reduce the total resource accordingly, (total ((total – (min. This condition reduces to (i = MIN((fair, (i) in the simple example, with (fair, the fair share, being set so that � EMBED Equation.2  ���. This concept of fairness easily general�izes to the multiple resource case [DEC87d]. Note that implicit in the max-min definition of fairness is the assumption that the users have equal rights to the resource.

In our communication application, the bandwidth and buffer demands are clearly represented by the packets that arrive at the gateway. (Demands for promptness are not explicitly communicated, and we will return to this issue later.) However, it is not clear what constitutes a user. The user associated with a packet could refer to the source of the packet, the destination, the source-destination pair, or even refer to an individual process running on a source host. Each of these definitions has limitations. Allocation per source unnaturally restricts sources such as file servers which typically consume considerable bandwidth. Ideally the gateways could know that some sources deserve more bandwidth than others, but there is no adequate mechanism for establishing that knowledge in today’s networks. Allocation per receiver allows a receiver’s useful incoming bandwidth to be reduced by a broken or malicious source sending unwanted packets to it. Allocation per process on a host encourages human users to start several processes communicating simul�taneous�ly, thereby avoiding the original intent of fair allocation. Allocation per source-destination pair allows a malicious source to consume an unlimited amount of bandwidth by sending many packets all to different destinations. While this does not allow the malicious source to do useful work, it can prevent other sources from obtaining sufficient bandwidth.

Overall, allocation on the basis of source-destination pairs, or conversations, seems the best tradeoff between security and efficiency and will be used here. However, our treatment will apply to any of these interpretations of user. With our requirements for an adequate queueing algorithm, coupled with our definitions of fairness and user, we now turn to the description of our algorithm. 

2.2	Definition of algorithm It is simple to allocate buffer space fairly by dropping packets, when neces�sary, from the conversation with the largest queue. Allocating bandwidth fairly is less straight�forward. Pure round-robin service provides a fair allocation of packets-sent but fails to guarantee a fair allocation of bandwidth because of variations in packet sizes. To see how this unfairness can be avoided, we first consider a hypothetical service discipline where transmission occurs in a bit-by-bit round robin (BR) fashion (as in a head-of-queue processor sharing discipline). This service discipline allocates bandwidth fairly since at every instant in time each conversation is receiving its fair share. Let � EMBED Equation.2  ��� denote the number of rounds made in the round-robin service discipline up to time t  (� EMBED Equation.2  ��� is a continuous function, with the frac�tion�al part indicating partially completed rounds). Let � EMBED Equation.2  ��� denote the number of active conver�sations, i.e. those that have bits in their queue at time � EMBED Equation.2  ���. Then, � EMBED Equation.2  ���, where ( is the linespeed of the gateway’s outgoing line (we will, for convenience, work in units such that � EMBED Equation.2  ���). A packet of size P whose first bit gets serviced at time � EMBED Equation.2  ��� will have its last bit serviced P rounds later, at time t such that � EMBED Equation.2  ���. Let � EMBED Equation.2  ��� be the time that packet i belonging to conversation ( arrives at the gateway, and define the numbers � EMBED Equation.2  ��� and � EMBED Equation.2  ��� as the values of � EMBED Equation.2  ��� when the packet started and finished service. With � EMBED Equation.2  ��� denoting the size of the packet, the following rela�tions hold: � EMBED Equation.2  ��� and � EMBED Equation.2  ���. Since � EMBED Equation.2  ��� is a strictly monotonically increasing function whenever there are bits at the gateway, the ordering of the � EMBED Equation.2  ��� values is the same as the ordering of the finishing times of the various packets in the BR discipline.

Sending packets in a bit-by-bit round robin fashion, while satisfying our requirements for an adequate queueing algorithm, is obviously unrealistic. We hope to emulate this impractical algorithm by a practical packet-by-packet transmission scheme. Note that the functions � EMBED Equation.2  ��� and � EMBED Equation.2  ��� and the quantities � EMBED Equation.2  ��� and � EMBED Equation.2  ��� depend only on the packet arrival times � EMBED Equation.2  ��� and not on the actual packet transmission times, as long as we define a conversation to be active whenever � EMBED Equation.2  ��� for � EMBED Equation.2  ���. We are thus free to use these quantities in defining our packet-by-packet transmission algorithm. A natural way to emulate the bit-by-bit round-robin algorithm is to let the quantities � EMBED Equation.2  ��� define the sending order of the packets. Our packet-by-packet transmission algorithm is simply defined by the rule that, whenever a packet finishes transmission, the next packet sent is the one with the smallest value of � EMBED Equation.2  ���. In a preemptive version of this algorithm, newly arriving packets whose finishing number � EMBED Equation.2  ��� is smaller than that of the packet currently in transmission preempt the transmitting packet. For practical reasons, we have implemented the nonpreemptive version, but the preemptive algorithm (with resumptive service) is more tractable analytically. Clearly the preemptive and nonpreemptive packetized algorithms do not give the same instantaneous bandwidth allocation as the BR version. However, for each conversation the total bits sent at a given time by these three algorithms are always within � EMBED Equation.2  ��� of each other, where � EMBED Equation.2  ��� is the maximum packet size (this emulation discrepancy bound was proved by Greenberg and Madras [Gree89]). Thus, over sufficiently long conversations, the packetized algorithms asymptotically approach the fair bandwidth allocation of the BR scheme. 

Recall that the user’s request for promptness is not made explicit. (The IP [Pos81] protocol does have a field for type-of-service, but not enough applications make intelligent use of this option to render it a useful hint.) Consequently, promptness allocation must be based solely on data already available at the gateway. One such allocation strategy is to give more promptness (less delay) to users who utilize less than their fair share of bandwidth. Separating the promptness allocation from the bandwidth allocation can be accomplished by introducing a nonnegative parameter (, and defining a new quantity, the bid � EMBED Equation.2  ���, via � EMBED Equation.2  ���. The quantities � EMBED Equation.2  ���, � EMBED Equation.2  ���, � EMBED Equation.2  ���, and � EMBED Equation.2  ��� remain as before, but now the sending order is determined by the B’s, not the F’s. The asymptotic bandwidth allocation is independent of (, since the F’s control the bandwidth allocation, but the algorithm gives slightly faster service to packets that arrive at an inactive conversation. The parameter ( controls the extent of this additional promptness. Note that the bid � EMBED Equation.2  ��� is continuous in � EMBED Equation.2  ���, so that the continuity requirement mentioned in Section 2.1 is met.

The role of this term ( can be seen more clearly by considering the two extreme cases � EMBED Equation.2  ��� and � EMBED Equation.2  ���. If an arriving packet has � EMBED Equation.2  ���, then the conversation ( is active (i.e. the corresponding conversation in the BR algorithm would have bits in the queue). In this case, the value of ( is irrelevant and the bid number depends only on the finishing number of the previous packet. However, if � EMBED Equation.2  ���, so that the ( conversation is inactive, the two cases are quite different. With � EMBED Equation.2  ���, the bid number is given by � EMBED Equation.2  ��� and is com�plete�ly independent of the previous history of user (. With � EMBED Equation.2  ���, the bid number is � EMBED Equation.2  ��� and depends only the previous packet’s finishing number, no matter how many rounds ago. For intermediate values of (, scheduling decisions for packets arriving at inactive conversations depends on the previous packet’s finishing round as long as it wasn’t too long ago, and ( controls how far back this dependence goes.

Recall that when the queue is full and a new packet arrives, the last packet from the source currently using the most buffer space is dropped. We have chosen to leave the quantities � EMBED Equation.2  ��� and � EMBED Equation.2  ��� unchanged when we drop a packet. This provides a small penalty for ill-behaved hosts, in that they will be charged for throughput that, because of their own poor flow control, they could not use.

2.3 Properties of Fair Queueing The desired bandwidth and buffer allocations are completely specified by the definition of fairness, and we have demonstrated that our algorithm achieves those goals. However, we have not been able to characterize the promptness allocation for an arbitrary arrival stream of packets. To obtain some quantitative results on the promptness, or delay, performance of a single FQ gateway, we consider a very restricted class of arrival streams in which there are only two types of sources. There are FTP-like file transfer sources, which always have ready packets and transmit them whenever permitted by the source flow control (which, for simplicity, is taken to be sliding window flow control), and there are Telnet-like interactive sources, which produce packets intermittently according to some unspecified generation process. What are the quantities of interest? An FTP source is typically transferring a large file, so the quantity of interest is the transfer time of the file, which for asymptotically large files depends only on the bandwidth allocation. Given the config�ura�tion of sources this bandwidth allocation can be computed a priori by using the fairness property of FQ gateways. The interesting quantity for Telnet sources is the average delay of each packet, and it is for this quantity that we now provide a rather limited result.

Consider a single FQ gateway with N FTP sources sending packets of size � EMBED Equation.2  ���, and allow a single packet of size � EMBED Equation.2  ��� from a Telnet source to arrive at the gateway at time t. It will be assigned a bid number � EMBED Equation.2  ���; thus, the dependence of the queueing delay on the quantities � EMBED Equation.2  ��� and ( is only through the combination � EMBED Equation.2  ���. We will denote the queueing delay of this packet by � EMBED Equation.2  ���, which is a periodic function with period � EMBED Equation.2  ���. We are interested in the average queueing delay � EMBED Equation.2  ���

� EMBED Equation.2  ���

The finishing numbers � EMBED Equation.2  ��� for the N FTP’s can be expressed, after perhaps renumbering the packets, by � EMBED Equation.2  ��� where the l’s obey � EMBED Equation.2  ���. The queueing delay of the Telnet packet depends on the configuration of l’s whenever � EMBED Equation.2  ���. One can show that the delay is bounded by the extremal cases of � EMBED Equation.2  ��� for all ( and � EMBED Equation.2  ��� for � EMBED Equation.2  ���. The delay values for these extremal cases are straightforward to calculate; for the sake of brevity we omit the derivation and merely display the result below. The average queueing delay is given by � EMBED Equation.2  ��� where the function A(P), the delay with � EMBED Equation.2  ���, is defined below (with integer k and small constant (, � EMBED Equation.2  ���, defined via � EMBED Equation.2  ���. 
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Now consider a general Telnet packet generation process (ignoring the effects of flow control) and characterize this generation process by the function � EMBED Equation.2  ��� which denotes the queueing delay of the Telnet source when it is the sole source at the gateway. In the BR algorithm, the queueing delay of the Telnet source in the presence of N FTP sources is merely � EMBED Equation.2  ���. For the packetized preemptive algorithm with � EMBED Equation.2  ���, we can express the queueing delay in the presence of N FTP sources, call it � EMBED Equation.2  ���, in terms of � EMBED Equation.2  ��� via the relation (averaging over all relative synchronizations between the FTP’s and the Telnet):

� EMBED Equation.2  ���

where the term � EMBED Equation.2  ��� reflects the extra delay incurred when emulating the BR algorithm by the preemptive packetized algorithm.

For nonzero values (, the generation process must be further characterized by the quantity � EMBED Equation.2  ��� which, in a system where the Telnet is the sole source, is the probability that a packet arrives to a queue which has been idle for time t. The delay is given by, 

. � EMBED Equation.2  ���

where the last term represents the reduction in delay due the nonzero (. These expressions for � EMBED Equation.2  ���, which were derived for the preemptive case, are also valid for the nonpreemptive algorithm when � EMBED Equation.2  ���.

What do these forbidding formulae mean? Consider, for concreteness, a Poisson arrival process with arrival rate (, packet sizes � EMBED Equation.2  ���, a linespeed � EMBED Equation.2  ���, and an FTP synchronization described by � EMBED Equation.2  ���for � EMBED Equation.2  ���. Define ( to be the average bandwidth of the stream, measured relative to the fair share of the Telnet; � EMBED Equation.2  ���. Then, for the nonpreemptive algorithm,

� EMBED Equation.2  ���

Figure 1: Delay vs. Throughput.

This graph describes the queueing delay of a single Telnet source with Poisson generation process of strength l, sending packets through a gateway with three FTP conversations. The packet sizes are � EMBED Equation.2  ���, the throughput is measured relative to the Telnet’s fair share, � EMBED Equation.2  ��� where m is the linespeed. The delay is measured in units of � EMBED Equation.2  ���. The FQ algorithm is nonpreemptive, and the FCFS case always has 15 FTP packets in the queue.



This is the throughput/delay curve the FQ gateway offers the Poisson Telnet source (the formulae for different FTP synchronizations are substantially more complicated, but have the same qualitative behavior). This can be contrasted with that offered by the FCFS gateway, although the FCFS results depend in detail on the flow control used by the FTP sources and on the surrounding network environment. Assume that all other communications speeds are infinitely fast in relation to the outgoing linespeed of the gateway, and that the FTP’s all have window size W, so there are always NW FTP packets in the queue or in transmission. Figure 1 shows the throughput/delay curves for an FCFS gateway, along with those for a FQ gateway with � EMBED Equation.2  ��� and � EMBED Equation.2  ���. For � EMBED Equation.2  ���, FCFS gives a large queueing delay of � EMBED Equation.2  ���, whereas FQ gives a queueing delay of � EMBED Equation.2  ��� for � EMBED Equation.2  ��� and P/2 for � EMBED Equation.2  ���. This ability to provide a lower delay to lower throughput sources, completely independent of the window sizes of the FTP’s, is one of the most important features of fair queueing. Note also that the FQ queueing delay diverges as � EMBED Equation.2  ���, reflecting FQ’s insistence that no conversation gets more than its fair share. In contrast, the FCFS curve remains finite for all � EMBED Equation.2  ���, showing that an ill-behaved source can consume an arbitrarily large fraction of the bandwidth.

What happens in a network of FQ gateways? There are few results here, but Hahne [Hah86] has shown that for strict round robin service gateways and only FTP sources there is fair allocation of bandwidth (in the multiple resource sense) when the window sizes are sufficiently large. She also provides examples where insufficient window sizes (but much larger than the communication path) result in unfair allocations. We believe, but have been unable to prove, that both of these properties hold for our fair queueing scheme.

3. Flow Control Algorithms

Flow control algorithms are both the benchmarks against which the congestion control properties of fair queueing are measured, and also the environment in which FQ gateways will operate. We already know that, when combined with FCFS gateways, these flow control algorithms all suffer from the fundamental problem of vulnerability to ill-behaving sources. Also, there is no mechanism for separating the promptness allocation from the bandwidth and buffer allocation. The remaining question is then how fairly do these flow control algorithms allocate bandwidth. Before proceed�ing, note that there are really two distinct problems in controlling congestion. Congestion recovery allows a system to recover from a badly con�gest�ed state, whereas congestion avoidance attempts to prevent the congestion from occurring. In this paper, we are focusing on congestion avoidance and will not discuss congestion recovery mechanisms at length.

A generic version of source flow control, as implemented in XNS’s SPP [Xer81] or in TCP [USC81], has two parts. There is a timeout mechan�ism, which provides for congestion recovery, whereby packets that have not been acknowledged before the timeout period are retransmitted (and a new timeout period set). The timeout periods are given by (rtt where typically � EMBED Equation.2  ��� and rtt is the exponentially averaged estimate of the round trip time (the rtt estimate for retransmitted packets is the time from their first transmission to their acknowledge�ment). The congestion avoidance part of the algorithm is sliding window flow control, with some set window size. This algorithm has a very narrow range of validity, in that it avoids congestion if the window sizes are small enough, and provides efficient service if the windows are large enough, but cannot respond adequately if either of these conditions is violated.

The second generation of flow control algorithms, exemplified by Jacobson and Karels’ (JK) modified TCP [Jac88a] and the original DECbit proposal [DEC87a-c], are descendants of the above generic algorithm with the added feature that the window size is allowed to respond dynamically in response to network congestion (JK also has, among other changes, substantial modifications to the timeout calculation [Jac88a,b, Kar87]). The algorithms use different signals for congestion; JK uses timeouts whereas DECbit uses a header bit which is set by the gateway on all packets whenever the average queue length is greater than one. These mechanisms allocate window sizes fairly, but the relation Throughput = Window/RoundTrip implies that conversations with different paths receive different bandwidths.

The third generation of flow control algorithms are similar to the second, except that now the congestion signals are sent selectively. For instance, the selective DECbit proposal [DEC87d] has the gateway measure the flows of the various conversations and only send congestion signals to those users who are using more than their fair share of bandwidth. This corrects the previous unfairness for sources using different paths (see [DEC87d] and section 4), and appears to offer reasonably fair and efficient congestion control in many networks. The DEC algorithm controls the delay by attempting to keep the average queue size close to one. However, it does not allow individual users to make different delay/throughput tradeoffs; the collective tradeoff is set by the gateway.

4. Simulations

In this section we compare the various congestion control mechanisms, and try to illustrate the interplay between the queueing and flow control algorithms. We simulated these algorithms at the packet level using a network simulator built on the Nest network simulation tool [Nes88]. In order to compare the FQ and FCFS gateway algorithms in a variety of settings, we selected several different flow control algorithms; the generic one described above, JK flow control, and the selective DECbit algorithm. To enable DECbit flow control to operate with FQ gateways, we developed a bit-setting FQ algorithm in which the congestion bits are set whenever the source’s queue length is greater than � EMBED Equation.2  ��� of its fair share of buffer space (note that this is a much simpler bit-setting algorithm than the DEC scheme, which involves complicated averages; however, the choice of � EMBED Equation.2  ��� is completely ad hoc). The Jacob�son/Karels flow control algorithm is defined by the 4.3bsd TCP implementation. This code deals with many issues unrelated to congestion control. Rather than using that code directly in our simulations, we have chosen to model the JK algorithm by adding many of the congestion control ideas found in that code, such as adjustable windows, better timeout calculations, and fast retransmit to our generic flow control algorithm. The various cases of test algorithms are labeled in table 1.

Label�Flow Control�Queueing Algorithm��G/FCFS�Generic�FCFS��G/FQ�Generic�FQ��JK/FCFS�JK�FCFS��JK/FQ�JK�FQ��DEC/DEC�DECbit�Selective DECbit��DEC/FQbit�DECbit�FQ with bit setting��Table 1: Algorithm Combinations

Rather than test this set of algorithms on a single representative network and load, we chose to define a set of benchmark scenarios, each of which, while some�what unrealistic in itself, serves to illuminate a different facet of congestion control. The load on the network consists of a set of Telnet and FTP conversa�tions. The Telnet sources generate 40 byte packets by a Poisson process with a mean interpacket interval of 5 seconds. The FTP’s have an infinite supply of 1000 byte packets that are sent as fast as flow control allows. Both FTP’s and Telnet’s have their maximum window size set to 5, and the acknowledgement (ACK) packets sent back from the receiving sink are 40 bytes. (The small size of Telnet packets relative to the FTP packets makes the effect of d insignificant, so the FQ algorithm was implemented with � EMBED Equation.2  ���). The gateways have finite buffers which, for convenience, are measured in packets rather than bytes. The system was allowed to stabilize for the first 1500 seconds, and then data was collected over the next 500 second interval. For each scenario, there is a figure depicting the corresponding network layout, and a table containing the data. There are four performance measures for each source: total throughput (number of packets reaching destination), average round trip time of the packets, the number of packet retransmissions, and number of dropped packets. We do not include confidence intervals for the data, but repetitions of the simulations have consistent�ly produced results that lead to the same qualitative conclusions. 

We first considered several single-gateway networks. The first scenario has two FTP sources and two Telnet sources sending to a sink through a single bottleneck gateway. Note that, in this underloaded case, all of the algorithms provide fair bandwidth allocation, but the cases with FQ provide much lower Telnet delay than those with FCFS. The selective DECbit gives an intermediate value for the Telnet delay, since the flow control is designed to keep the average queue length small.
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Scenario � SEQ Scenario \* ARABIC �1�: Underloaded Gateway

Scenario 2 involves 6 FTP sources and 2 Telnet sources again sending through a single gateway. The gateway, with a buffer size of only 15, is substantially overloaded. This scenario probes the behavior of the algorithms in the presence of severe congestion.

When FCFS gateways are paired with generic flow control, the sources segregate into winners, who consume a large amount of bandwidth, and losers, who consume very little. This phenomenon develops because the queue is almost always full. The ACK pack�ets received by the winners serve as a signal that a buffer space has just been freed, so their packets are rarely dropped. The losers are usually retransmitting, at essentially random times, and thus have most of their packets dropped.  This analysis is due to Jacobson [Jac88b], and the segregation effect was first pointed out to us in this context by Sturgis [Stu88]. The combination of JK flow control with FCFS gateways produces fair bandwidth allocation among the FTP sources, but the Telnet sources are almost completely shut out. This is because the JK algorithm ensures that the gateway’s buffer is usually full, causing most of the Telnet packets to be dropped.
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Scenario � SEQ Scenario \* ARABIC �2�: Overloaded Gateway

When generic flow control is combined with FQ, the strict segregation disappears. However, the bandwidth allocation is still rather uneven, and the useful bandwidth (rate of nonduplicate packets) is 12% below optimal. Both of these facts are due to the inflexibility of the generic flow control, which is unable to reduce its load enough to prevent dropped packets. This not only necessitates retransmissions but also, because of the crudeness of the timeout congestion recovery mechanism, prevents FTP’s from using their fair share of bandwidth. In contrast, JK flow control combined with FQ produced reasonably fair and efficient alloca�tion of the bandwidth. The lesson here is that fair queueing gateways by themselves do not provide ade�quate congestion control; they must be combined with intelligent flow control algorithms at the sources.
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Scenario � SEQ Scenario \* ARABIC �3� : Ill-Behaved Sources

The selective DECbit algorithm manages to keep the bandwidth allocation perfectly fair, and there are no dropped packets or retransmissions. The addition of FQ to the DECbit algorithm retains the fair bandwidth allocation and, in addition, lowers the Telnet delay by a factor of 9. Thus, for each of the three flow control algorithms, replacing FCFS gateways with FQ gate�ways generally improved the FTP performance and dramatically improved the Telnet performance of this extremely overloaded network. 

In scenario 3 there is a single FTP and a single Telnet competing with an ill-behaved source. This ill-behaved source has no flow control and is sending packets at twice the rate of the gateway’s outgoing line. With FCFS, the FTP and Telnet are essentially shut out by the ill-behaved source. With FQ, they obtain their fair share of bandwidth. Moreover, the ill-behaved host gets much less than its fair share, since when it has its packets dropped it is still charged for that throughput. Thus, FQ gateways are effective firewalls that can protect users, and the rest of the network, from being damaged by ill-behaved sources.
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Scenario � SEQ Scenario \* ARABIC �4�: Mixed Protocols

We have argued for the importance of considering a heterogeneous set of flow control mechanisms. Scenario 4 has single gateway with two pairs of FTP sources, employing generic and JK flow control re�spectively. With a FCFS gateway, the generic flow controlled pair has higher throughput than the JK pair. However, with a FQ gateway, the situation is reversed (and the generic sources have segregated). Note that the FQ gateway has provided incentive for sources to implement JK or some other intelligent flow control, whereas the FCFS gateway makes such a move sacrificial.

Certainly not all of the relevant behavior of these algorithms can be gleaned from single gateway net�works. Scenario 5 has a multinode network with four FTP sources using different network paths. Three of the sources have short nonoverlapping conversations and the fourth source has a long path that intersects each of the short paths. When FCFS gateways are used with generic or JK flow control, the conversation with the long path receives less than 60% of its fair share. With FQ gateways, it receives its full fair share. Furthermore, the selective DECbit algorithm, in keep�ing the average queue size small, wastes roughly 10% of the bandwidth (and the conversation with the long path, which should be helped by any attempt at fair�ness, ends up with less bandwidth than in the generic/FCFS case).
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Scenario � SEQ Scenario \* ARABIC �5�: Multihop Path

Scenario 6 involves a more complicated network, combining lines of several different bandwidths. None of the gateways are overloaded so all combinations of flow control and queueing algorithms function smoothly. With FCFS, sources 4 and 8 are not limited by the available bandwidth, but by the delay their ACK packets incur waiting behind FTP packets. The total throughput increases when the FQ gateways are used because the small ACK packets are given priority.
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Scenario � SEQ Scenario \* ARABIC �6�: Complicated Network

For the sake of clarity and brevity, we have presented a fairly clean and uncomplicated view of network dynamics. We want to emphasize that there are many other scenarios, not presented here, where the simula�tion results are confusing and apparently involve complicated dynamic effects. These results do not call into question the efficacy and desirability of fair queueing, but they do challenge our understanding of the collective behavior of flow control algorithms in networks.

5. Discussion

In an FCFS gateway, the queueing delay of packets is, on average, uniform across all sources and directly proportional to the total queue size. Thus, achieving ambitious performance goals, such as low delay for Telnet-like sources, or even mundane ones, such as avoiding dropped packets, requires coordination among all sources to control the queue size. Having to rely on source flow control algorithms to solve this control problem, which is extremely difficult in a maxi�mally cooperative environment and impossible in a noncooperative one, merely reflects the inability of FCFS gateways to distinguish between users and to allocate bandwidth, promptness, and buffer space independently.

In the design of the fair queueing algorithm, we have attempted to address these issues. The algorithm does allocate the three quantities separately. Moreover, the promptness allocation is not uniform across users and is somewhat tunable through the parameter d. Most import�antly, fair queueing creates a firewall that pro�tects well-behaved sources from their uncouth brethren. Not only does this allow the current generation of flow control algorithms to function more effectively, but it creates an environment where users are rewarded for devising more sophisticated and responsive algorithms. The game-theoretic issue first raised by Nagle, that one must change the rules of the gateway’s game so that good source behavior is encouraged, is crucial in the design of gateway algorithms. A formal game-theoretic analysis of a simple gateway model (an exponential server with N Poisson sources) suggests that fair queueing algorithms make self-optimizing source behavior result in fair, protective, nonmanipulable, and stable networks; in fact, they may be the only reasonable queueing algorithms to do so [She89a].

Our calculations show that the fair queueing algorithm is able to deliver low delay to sources using less than their fair share of bandwidth, and that this delay is insensitive to the window sizes being used by the FTP sources. Furthermore, simulations indicate that, when combined with currently available flow control algorithms, FQ delivers satisfactory congestion control in a wide variety of network scenarios. The combination of FQ gateways and DECbit flow control was particularly effective. However, these limited tests are in no way conclusive. We hope, in the future, to investigate the performance of FQ under more realistic load conditions, on larger networks, and interacting with routing algorithms. Also, we hope to explore new source flow control algorithms that are more attuned to the properties of FQ gateways.

In this paper we have compared our fair queueing algorithm with only the standard first-come-first-serve queueing algorithm. We know of three other widely known queueing algorithm proposals. The first two were not intended as general purpose congestion control algorithms. Prue and Postel [Pru87] have proposed a type-of-service priority queueing algorithm, but allocation is not made on a user-by-user basis, so fairness issues are not addressed. There is also the Fuzzball selective preemption algorithm [Mill87,88] whereby the gateways allocate buffers fairly (on a source basis, over all of the gateway’s outgoing buffers). This is very similar to our buffer allocation policy, and so can be considered a subset of our FQ algorithm. The Fuzzballs also had a form of type-of-service priority queueing but, as with the Prue and Postel algorithm, allocations were not made on a user-by-user basis. The third policy is the Random-Dropping (RD) buffer management policy in which, when the buffer is overloaded, the packet to be dropped is chosen at random [Per89, Jac88ab]. This algorithm greatly alleviates the problem of segregation. How�ever, it is now generally agreed that the RD algorithm does not provide fair bandwidth allocation, is vulnerable to ill-behaved sources, and is unable to provide reduced delay to conversations using less than their fair share of bandwidth [She89b, Zha89, Has89].

There are two objections that have been raised in conjunction with fair queueing. The first is that some source-destination pairs, such as file server or mail server pairs, need more than their fair share of bandwidth. There are several responses to this. First, FQ is no worse than the status quo. FCFS gateways already limit well-behaved hosts, using the same path and having only one stream per source destination pair, to their fair share of bandwidth. Some current band�width hogs achieve their desired level of service by opening up many streams, since FCFS gateways implicitly define streams as the unit of user. Note that that there are no controls over this mechanism of gaining more bandwidth, leaving the network vulnerable to abuse. If desired, however, this same trick can be introduced into fair queueing by merely changing the notion of user. This would violate layering, which is admittedly a serious drawback. A better approach is to confront the issue of allocation directly by generalizing the algorithm to allow for arbitrary bandwidth priorities. Assign each pair a number � EMBED Equation.2  ��� which represents how many queue slots that conversation gets in the bit-by-bit round robin. The new relationships are � EMBED Equation.2  ��� with the sum over all active conversations, and � EMBED Equation.2  ��� is set to be � EMBED Equation.2  ��� times the true packet length. Of course, the truly vexing problem is the politics of assigning the priorities � EMBED Equation.2  ���. Note that while we have described an extension that provides for different relative shares of bandwidth, one could also define these shares as absolute fractions of the bandwidth of the outgoing line. This would guarantee a minimum level of service for these sources, and is very similar to the Virtual Clock algorithm of Zhang [Zha89]. 

The other objection is that fair queueing requires the gateways to be smart and fast. There is technological question of whether or not one can build FQ gateways that can match the bandwidth of fibers. If so, are these gateways economically feasible? We have no answers to these questions, and they do indeed seem to hold the key to the future of fair queueing.
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�This work was supported by the Advanced Research Projects Agen�cy, ARPA/CSTO, under Contract J-FBI-93-112 “Computer Aided Design of High Performance Network Wireless Networked Sys�tems and under Contract DABT-63-C-0080 “Transparent Virtual Mobile Environment”.

� Moreover, one may have more than a single “home base”;  in fact, there may be no well-defined “home base” at all.

� Some of the ideas presented in this section were developed with two groups with which the author has collaborated in work on nomadic computing and communications. One of these is the Nomadic Working Team (NWT) of the Cross Industrial Working Team (XIWT); the author is the chairman of the NWT [4]. The second group is a set of his colleagues at the UCLA Computer Science Department who are working on an ARPA supported effort known as TRAVLER, of which he is Principal Investigator.

� Wireless LANs come in a variety of forms. Some of them are centrally controlled, and therefore have some of the same control issues as cellular systems with base stations, while others have distributed control in which case they behave more like the no-base-station systems we discuss in this section. 

(1)	Cerf, V. G. and Kahn, R. E., "A Protocol for Packet Network Intercommunication,"  IEEE Transactions on Communications, Vol. COM-22 #5, May 1974, pp. 637-648.

* This research was sponsored by the Defense Advanced Research Projects Agency under ARPA Order No. 3941, and by the Defense Communications Agency (OoD), Contract No. MDA903-78-C-0129, monitored by DSSW. The views and conclusions contained in this document are those of the authors and should not be interpreted as necessarily representing the official policies, either express or implied, of the Defense Advanced Research Projects Agency, the Defense Communications Agency, or the United States Government

1.	This problem is not seen in the pure ARPANET case because the IMPs will block the host when the count of packets outstanding becomes excessive, but in the case where a pure datagram local net [such as an Ethernet) or a pure datagram gateway (such as an ARPANET/MILNET gateway) is involved, it is possible to have large numbers of tiny packets outstanding.

2.	ARPANET RFC 792 is the present standard. We are advised by the Defense Communications Agency that the description of ICMP in MIL-STD-1777 is incomplete and will be deleted from future revision of that standard.

3.	This follows the control engineering dictum Griever bother with proportional control unless bang�bang doesn't worked

�This work was supported in part by the Defense Advanced Research Projects Agency (DARPA) under Contract No. N00014-83-K-0125

�This use of EOL was properly called "Rubber EOL" but its detractors quickly called it "rubber baby buffer bumpers" in an attempt to ridicule the idea. Credit must go to the creator of the idea, Bill Plummer, for sticking to his guns in the face of detractors saying the above to him ten times fast.

*This research was supported by the Defense Ad�vanced Research Projects Agency under contract MDA903�87�C�0719. Views and conclusions con�tained in this report are the authors’ and should not be interpreted as representing the official opinion or policy of DARPA, the U.S. government, or any per�son or agency connected with them.
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